IS3954 Core-presentation Summary                                                                  Siqing Du  
Adaptive Focused Crawling

Summary of the Core Paper
       This is a survey paper on adaptive focused crawling. It mainly contains six sections, an introduction of background and motivation of adaptive focused crawling, the concepts and algorithms to exploit the hypertextual information, AI-based approaches, Feature and machine learning-based crawling, other related approaches and evaluation methodologies part.  
       In the introduction part, the authors answer the questions: what is the functionality of a crawler; what are the difficulties for crawling the whole web; and the motivation for focused crawling as well as adaptivity of focused crawling.  
       Two algorithms, HITS and PageRank, are discussed later in the exploiting the Hypertextual information section due to their possible application in focusing crawling on ordering the searching results. In HITS algorithm, a recursive calculating the pages’ authorities and hubness is mainly employed. The output of the HITS algorithm is composed of two lists: the pages with the highest hubness, and the ones with the highest authority. While in PageRank algorithm, a surfer model is used. A page’s rank is recursively calculated as the sum over all the ranks of all the pages pointing it.  
       Two AI-based Approaches, Genetic-based crawlers and Ant-based crawlers, are described as an emphasis of this paper. In Generic-based approach, a group of intelligent agents browse the web driven by the user queries to mimic the browsing behavior of human users. Each agent is built on top of a genotype composed of parameter that represents the degree to which an agent trusts the textural descriptions, a set of keywords initialized with the query terms and a vector of weights. A feed-forward neural network is used for judging the document relevance. Offspring are recombined by crossover and mutation operator to provide adaptivity to the environment. A simplified version of the InfoSpider was evaluated with conclusion that no significant improvement has been found compared with best-first search. In ant-based approach, each agent corresponds to a virtual ant that moves from one page to another. The pheromone intensity of a trail is calculated based on the relevance of the documents on the trail to the user interests. When an ant has to choose between several trails, it always chooses the one with highest pheromone intensity. This approach let ants move to the most interesting pages quickly but may leave out some interesting pages.
      Statistical model-based Intelligent Crawlers and reinforcement learning-based crawlers are introduced as examples of feature and machine learning-based approach. The Intelligent Crawlers aim at learning statistically characteristics of the linkage structure of the web while performing search. Feature set and linkage structure of the web that has been crawled are the input of the statistical mode; the conditional probabilities of unseen pages are updated as the searching going on. The interesting point of the Intelligent Crawling is that is does not need any collection of topical examples for training. In reinforcement learning based approach, the interesting documents found are the rewards. Basically, the idea is to learn in the process of crawling the text in the neighborhood of the hyperlinks that most likely point to relevant pages. The training of classifier is done at the beginning of the crawling. 
        In the other related approach section, other relatively important references of focused crawling systems are summarized, such as Fish-search algorithm, Chakrabarti’s approach, Diligenti’s approach, and etc. 
        A variant of precision and recall measure is introduced in the relatively short evaluation methodologies section. However the authors do not provide more information on the difference between these measures and traditional precision and recall measures.

Discussion:

     Q (Michael): How to implement personalization in the crawler?

     A(Siqing): Take the Genetic-base crawler as an example, each agent is built on top of a genotype (parameter that represents the degree to which a gent trusts the textual description about outgoing links, a set of keywords initialized with the query terms, and a vector of weights). The second parameter is the personalized query terms. 

     A(Peter): This is different from search engine, you have to launch your own crawler. Everybody may have his own crawler.

     Q(Rosta): In the ant-based crawler, if all the crawlers goes to the same direction, the shortest path, then is there any chance to find other potentially interesting website in other directions? 

     A(Siqing): Probably not. But in the first step, every ant goes to different directions, only in the next step or in the future, if an ant needs to make a choice, it will check the pheromone on the different paths, and following the one with highest pheromone. 
     A(Peter): It is ant-based crawler. It may try to find the most interesting pages first.   

     Q(Jumpol): Is it talking about time issue in the paper when evaluating the crawler?

     A(Siqing): No. Time is not critical for crawler. If you use a crawler for search, you can input your query at night and go to sleep, next morning, you will find the pages you are interested returned.    
    A(Tomasz): Maybe they can use the google results as the seed pages. 

    A(Siqing): The crawlers not only can take the user input as query terms, they can also take a small set of pages as input and analyze the user’s interest and information need from the seed pages. 
Summary of all other papers read by the class on this topic
      There are total seven different papers (excluding three same ones) read on this topic.
Each of them focuses on different aspects to improve the adaptive focused crawling, such as, user’s search history as context information, linkage statistics and web content statistics as the guidance for statistical model for a intelligent crawler, specifying users’ interests according to an predefined ontology, relevance feedback by employing two-layered classifiers, and inserting more terms in the query provided by a genetic algorithm.

     Three of them are tightly connected with three instances of crawler in the core paper.  The web crawler implemented for IBM Almaden’s WebFountain project is an example of ant-based crawler, and detailed experiments and evaluation was described in this following up paper, which are lack in the core paper. In the core paper, the machine learning-based intelligent crawler was briefly described in one page, while in one of the following-up paper “Intelligent Crawling on the World Wide Web with Arbitrary Predicates” has full description. It is almost a necessity to reference back the original paper to understand the statistical model used for calculating the conditional probability of the content-baring terms. Another one is “Enhancing Focused Crawling with Genetic Algorithms”. Although this paper uses genetic algorithms for expanding the initial keywords in the query, rather than using for crawling as described in the core paper, it still have more detailed information on how apply genetic algorithms into information retrieval.
      In “Focused Crawling Using Context Graphs”, the users’ browsing history was treated as context information for personalization in the focused crawling. Although the authors didn’t emphasize on how the adaptive is implemented in the crawler as the follow-up author pointed out, they did discuss the ways of making the context focused crawler more efficient with respect to performance and relevance of the crawled documents.
     In “Focused Web Crawling: A Generic Framework for Specifying the User Interest and for Adaptive Crawling Strategies”, three of the students chose this paper, including me, a generic framework for specifying the user interest, but not generic framework for focused crawling, was introduced. However, it does not propose any novel way for focused crawling.
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Note: the first part has tutorial nature, and the latter part are talking of adaptive focused crawling, overlap with the core paper 
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Note: this paper has been cited by the previous two papers. It provided an instance of intelligent crawler by exploiting the statistical information in the crawling process; the follow-up also presented this approach.
