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AUTHOR’S INTRODUCTION 
MOBILE IP - UPDATE-D 

ince my article on Mobile IP  was published in 1997, 
Mobile I P  has been a major focus of ever-growing 
interest in wireless networking. Much of the interest 
has shifted to specifying proper protocol for use with 
IPv6, but the originaf I%4 protocol is also enjoying suc- 3 cess. In this update, I will very briefly describe the cur- 

rent status of the relevant efforts, as well as the most promising 
areas of future research and development. Perhaps the fixed 
Internet is entering adolescence after a spectacular growth 
period, but the mobile Internet is still in its infancy. We do not 
know very much about how it will appear in the future. 

Mobile IPv4 itself has been implemented many times, and 
has deployments numbering into the millions. There have 
been numerous interoperability tests, which have suggested 
minor updates and new extensions to the protocol specifica- 
tion itself [l-31. 

On the other hand, the success of Mobile IP has to be mea- 
sured against the continued growth of the Internet as a whole. 
From this perspective, one could say that Mobile IP has not 
lived up to its promise. Certainly, a typical mobile user of the 
Internet does not expect to be able to enjoy the benefits of 
Mobile IP. The millions of existing Mobile IP deployments rep- 
resent only a very small fraction of the tens and hundreds of 
millions of network nodes currently attached to  the global 
Internet. Route optimization for Mobile IPv4, which would 
improve the end-to-end performance of communications 
between a mobile node and a correspondent node, has not pro- 
gressed. Regional registration, which improves local mobility 
performance, is only now undergoing working group Last Call. 

MOBILE IPv6 
Quite a bit of the current research and development into 
Mobile IP is now centered on IPv6 [4]. Recent proposals to 
make IPv6 a mandatory part of the 3G system architectures 
have added much momentum to Mobile IPv6, because the 

total number of potential deployments would likely exceed 
one billion within the next few years. 

Mobile IPv6 uses the same basic network entities as Mobile 
IPv4, except that  there is n o  need for the foreign agent. 
Mobile nodes using IPv6 can acquire care-of addresses with- 
out such assistance, and are eminently capable of serving as 
tunnel endpoints for any data that has to be forwarded from 
the home network. More typically, it is expected, data to a 
mobile node will be delivered directly by an improved version 
of the route optimization ideas known from Mobile IPv4. 
Basically, any node within the IPv6 Internet (Le,, an IPv6 cor- 
respondent node) will be expected to associate a mobile node’s 
home address with a care-of address. As always, the home 
address remains the identifier for the mobile node from the * 

perspective of all protocols and applications that need such 
identification; and yet, the care-of address is supplied to IP  
for correct and efficient routing. 

The security requirements attending the protocol for estab- 
lishing the association between home address and care-of 
address (i.e., the binding) have been the source of much confu- 
sion and even consternation. The question of address ownership 
has been raised, and it is difficult to answer. But an under- 
standing of the answer is crucial before the correspondent node 
can reliably create bindings for the mobile node, because such 
address redirection can be abused by malicious nodes unless 
ownership can be established. Recent proposals [5] make use of 
the concept of return routability in order to allow the correspon- 
dent node to trust the prospective care-of address information 
at least as much as it trusts the routing infrastructure of the 
Internet. For many purposes, that level of trust is sufficient. 

FAST HANDOVERS AND CONTEXT TRANSFER 
The base specifications for Mobile IPv4 [l] and Mobile IPv6 
[5] do not really perform a s  well as one might like for real- 
time handovers. Until such handovers are workable, such 
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applications as Voice over IP  will not be well matched for 
mobile nodes using Mobile IP-based mobility management 
protocols. To repair this inadequacy, proposals for fast han- 
dover have been worked out, and are currently in initial stages 
of standardization. The main idea is to make sure that the new 
access router has everything ready and waiting for the mobile 
node before it arrives. For IPv6, this has a lot to do with 
streamlining stateless address autoconfiguration, essentially 
eliminating the need to run duplicate address detection [6]. 

The fast handover proposals take care of rerouting, but that 
is unlikely to be enough. We expect that mobile nodes will typi- 
cally establish local state for Quality of Service (QoS) agree- 
ments, and for security associations with the access routers, and 
for header compression to eliminate the IPv6 60-byte overhead 
for voice packets. These and other examples of local state are 
considered to be context features, and a context transfer proto- 
col design effort is underway within the IETF. This is a very 
fruitful area of current interest, and there is much opportunity 
for cross-fertilization from other research areas (e.g., QoS). My 
belief is that the results will have quite an effect on the future 
development of these other research areas. 

MOBILE ROUTERS 
As orginally specified, Mobile IP and Mobile IPv6 were pre- 
sumed to work for mobile nodes that were themselves also 
routers. Thus, the mobile router would be the point of attach- 
ment to the Internet for a collection of subnets, which then 
could be populated with either fixed or mobile nodes. Passen- 
gers on a ship or on a train are examples of mobile nodes that 
might rely on a mobile router, but clearly many fixed nodes 
on the ship or train might also have the same reliance. Recent 
concern about address ownership [5] have undermined the 
previous confidence about whether the base protocol specifi- 

ecent years have seen an  explosive 
growth both in the number of laptop 
and notebook computers sold, and in 
the number of nodes connected to the 
Internet and the World Wide Web. The 
notebook computers are themselves 
ever more powerful, equal in processing R capability to many systems sold as desk- 

top workstations. In fact, the future growth of 
the Internet is likely to be fueled in large part by 
these very notebook computers, since they 
account for the part of the computer market that 
is growing fastest. 

Along with these trends,  we also see the 
steady growth of the market for wireless commu- 
nications devices. Such devices can only have the 
effect of increasing the options for making con- 
nections to  the global Internet.  Mobile cus- 
tomers can find a wide array of such wireless 
devices available. There are numerous varieties 
of radio attachments and infrared devices; of 
course, communications by way of the cellular 
telephone network is always an option for those 
willing to pay the fees. 

MOBILITY vs. PORTABILITY 
These trends are  motivating a great deal of 
interest in making sure that mobile wireless 
computers can attach to the Internet and remain 
attached to the Internet even as they move from 
place to place, establishing new links and moving 
away from previously established links. Early on, 
it was apparent that solving the problem at the 

cations are appropriate also for mobile routers as well as 
mobile nodes. Answers are not yet available, but with a little 
imagination one can see that there are no hard limits between 
such mobile networks and ad hoc networks with Internet gate- 
ways. Therefore, I believe that this area may be the-inspira- 
tion for many future works that could even go to the heart of 
what it means for nodes to be collected together in a network. 
That is a very fundamental question. 

CONCLUSION 
Mobile IP, and more recently Mobile IPv6, has become a cen- 
trally important component for future mobility-management 
schemes for the hundreds of millions of nodes in the global 
Internet. In the process, we have discovered many fascinating 
questions about routing, network architecture, address owner- 
ship, and scalable security. The answers-are likely to change 
the future evolution of the Internet. 
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network layer (say, by modifying IP  [l], the 
Internet Protocol, itself) would provide major 
benefits, including application transparency and 
the possibility of seamless roaming. Application 
transparency is almost required for all reason- 
able solutions, because it is unacceptable to  
force mobile users to buy all new mobile-aware 
applications. Seamless roaming, while not yet 
mandatory, is nonetheless expected to register 
very high on the scale of user convenience fac- 
tors once the physical wireless means for contin- 
ued connectivity are widely deployed. Moreover, 
seamless roaming provides application trans- 
parency. Mobile IP is the only current means for 
offering seamless roaming to mobile computers 
in the Internet. It has recently progressed along 
the ladder to standardization within the Internet 
Engineering Task Force (IETF), and its specifi- 
cation is now available as Request for Com- 
ments (RFC) 2002 [2]. Related specifications are 
available as RFCs 2003-2006. 

This article follows the logical outline indicat- 
ed below. We first describe the problem that is 
solved by Mobile IP. In the second section there 
is a list of terminology and an  overview of 
Mobile IP. In the third section, the discovery 
mechanisms of Mobile 1P are described in detail. 
Following that, the mechanisms are described by 
which a mobile computer is located. Next, the 
available tunneling mechanisms are  shown, 
which the home agent uses to forward datagrams 
from the home network to the mobile computer. 

Having covered the details of the base Mobile 

. 
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At minimum, one can 

be confident that  a 
l o t  more work is 

going to be necessary 
before system 

administrators learn 
to trust that  

thousands (or 
mil l ions!) of mobile 

nodes can reliably 
reach into the guts 
of their enterprise 

operations and 
tweak a record or 

two here and there. 

IP specification, we then describe further proto- 
col messages that help to decrease the inefficien- 
cy associated with inserting the home agent in 
the routing path of data destined for mobile 
computers. This route optimization is still a topic 
for further work within the IETF. Finally, we 
summarize and discuss the current problems fac- 
ing Mobile IP, as well as a few areas of active 
protocol development. 

MOBILE IP OVERVIEW 
Mobile IP can be thought of as the coopera- 

tion of three major subsystems. First, there is a 
discovery mechanism defined so that mobile 
computers can determine their new attachment 
points (new IP  addresses) as they move from 
place to place within the Internet. Second, once 
the mobile computer knows the IP address at its 
new attachment point, it registers with an agent 
representing it at its home network. Lastly, 
Mobile IP defines simple mechanisms to deliver 
datagrams to the mobile node when it is away 
from its home network. 

WHY ISN’T MOBI~ITY SIMPLE? 
Consider how IP addresses are used today in the 
Internet. In the first place, they are primarily 
used to identify a particular end system. In this 
respect, IP addresses are often thought of as 
being semantically equivalent to a Domain Name 
Server’s (DNS’s) Fully Qualified Domain Names 
(FQDNs). In other words, one can (conceptual- 
ly) use either an IP address or FQDN to identify 
one particular node out of the tens of millions of 
computer nodes making up the Internet. Popular 
transport protocols such as Transmission Con- 
trol Protocol (TCP) [3]  keep track of their inter- 
nal session state between the communicating 
endpoints by using the IP  address of the two 
endpoints, stored along with the demultiplexing 
selectors for each session, that is, the port num- 
bers. 

However, IP addresses are also used to find a 
route between the endpoints. The route does not 
have to be the same in both directions. Modeling 
the session as a bidirectional byte stream, the IP 
destination address for datagrams going in one 
direction would be the same as the IP  source 
address for datagrams going in the opposite 
direction. Typically, the route selected for a 
datagram depends only on the IP destination 
address, and not (for example) on the IP source 
address, time of day, or length of the payload. 
The only other factor usually influencing route 
selection is the current state of network conges- 
tion. In other words, a route that might usually 
be selected by an intermediate router for a par- 
ticular destination may go out of favor if traffic 
along that direction is delayed o r  dropped 
because of congestion. 

Putting these two uses together results in a 
situation fraught with contradiction for mobile 
computing. On one hand, a mobile computer 
needs to have a stable IP address in order to be 
stably identifiable to other Internet computers. 
On the other hand, if the address is stable, the 
routing to the mobile computer is stable, and the 
datagrams always go essentially to the same 
place - thus, no mobility. Mobile IP extends IP 

by allowing the mobile computer to effectively 
utilize two IP addresses, one for identification, 
the other for routing. 

Some attempts have been made to manage 
the movement of Internet computers by less 
functional methods. For starters, it is certainly 
possible, given sufficient deployment of DHCP 
[4, 51, for a mobile node to get an IP address at 
every new point of attachment. This will work 
fine until the mobile node moves somewhere 
else. Then the old address will no longer be of 
use, and the node will have to  get another 
address. Unfortunately, this approach usually 
also means that every established IP client on 
the mobile node will stop working, so the mobile 
node will have to restart its Internet subsystems. 
Many users will not be so selective, and will just 
reboot their system. This isn’t so bad if each new 
point of attachment is separated by some time 
during which the system is disconnected or  
turned off anyway. Many mobile computer users 
are satisfied with just that mode of operation, 
which we’ll describe as portability. 

Even with portable operation, however, there 
are other big difficulties. Most applications ini- 
tially identify an Internet node by means of its 
FQDN, but subsequently only make use of the 
node’s IP address. In order to contact the node, 
the application consults the appropriate DNS 
server to get an IP address. If the IP address is 
allocated dynamically, either the server will have 
it wrong, or the server will need to get updates 
(say, from the portable Internet node). Since 
DNS is typically at the administrative heart at 
most networked enterprises using the Internet, 
any protocols designed to  alter the data are  
going to  have to  be extremely well designed, 
implemented, and administered. The more often 
updates are applied to DNS records [6], and the 
more platforms involved in hosting the update 
protocol implementation, the more likely that 
things are going to go haywire in a big, expensive 
meltdown. At a minimum, one can be confident 
that much more work is going to be necessary 
before system administrators learn to trust that 
thousands (or millions!) of mobile nodes can 
reliably reach into the guts of their enterprise 
operations and tweak a record or two here and 
there. Much of this work will involve precisely 
carrying out certain cryptographic techniques 
that are only now being standardized for use 
with DNS [7]. 

TERMINOLOGV 
Before getting into more details, it is a good 
idea to frame the discussion by setting some ter- 
minology, adapted from the Mobile IP specifica- 
tion [ 2 ] .  Mobile IP introduces the following new 
functional entities. 

Mobile Node: A host or router that changes 
its point of attachment from one network or sub- 
network to  another,  without changing its IP  
address. A mobile node can continue to commu- 
nicate with other Internet nodes at any location 
using its (constant) IP address. 

Home Agent: A router on a mobile node’s 
home network that delivers datagrams to depart- 
ed mobile nodes, and maintains current location 
information for each. 

Foreign Agent: A router on a mobile node’s 
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visited network that cooperates with the home 
agent to complete the delivery of datagrams to 
the mobile node while it is away from home. 

A mobile node has a home address, which is 
a long-term IP address on its home network. 
When away from its home network, a care-of 
address is associated with the mobile node and 
reflects t he  mobile node’s current point of 
attachment.  The  mobile node  uses its home 
address as the  source address of all IP data- 
grams it sends, except where otherwise required 
for certain registration request datagrams (e&, 
see the fourth section). 

The following terms are frequently used in 
connection with Mobile IP. 

Agent Advertisement: Foreign agents adver- 
tise their presence by using a special message, 
which is constructed by attaching a special exten- 
sion to a router advertisement [8], as described 
in the next section. 

Care-of Address: The termination point of a 
tunnel toward a mobile node, for datagrams for- 
warded to the mobile node while it is away from 
home. There are two different types of care-of 
address: a foreign agent care-of address is an 
address of a foreign agent with which the mobile 
node is registered; a collocated care-of address is 
an externally obtained local address that the 
mobile node has associated with one of its own 
network interfaces. 

Correspondent Node: A peer with which a 
mobile node is communicating. A correspondent 
node may he either mobile or stationaly. 

Foreign Network Any network other than the 
mobile node’s home network. 

Home Address: An IP addrcss that is assigned 
for an cxtended period of time to a mobile node. 
It remains unchanged regardless of where the 
node is attached to the Internet. 

Home Network A network, possibly virtual, 
having a network prefix matching tha t  of a 
mobile node’s home address. Note that standard 
IP routing mechanisms will deliver datagrams 
destined to a mobile node’s home address to the 
mobile node’s home network. 

Link A facility or medium over which nodes 
can communicate at the link layer. A link under- 
lies the network layer. 

Link-Layer Address: The address used to 
identify an endpoint of some communication 
over a physical link. Typically, the link-layer 
address is an interface’s media access control 
(MAC) address. 

Mobility Agent: Either a home agent or a for- 
eign agent. 

Mobility Binding: The association of a home 
address with a care-of address, along with the 
remaining lifetime of that association. 

Mobility Security Association: A collection of 
security contexts between a pair of nodes that 
may be applied to Mobile IP protocol messages 
exchanged between them. Each context indicates 
an  authentication algorithm and mode  (as  

-described in the fourth section), a secret (a 
shared key, or appropriate puhliclprivate key 
pair), and a style of replay protection in use. 

Node: A host or  a router. 
Nonce: A randomly chosen value, different 

from previous choices, inserted in a message to 
protect against replays. 

e4 - 
Foreign Mobile 
agent node / 

Home agent 

Global 
Internet 

I 
FIGURE 1. Mobile IP dotogrom {ow. 

Security Parameters Index (SPI): An index 
identifying a security context bctween a pair of 
nodes among the contexts available in the mobil- 
ity security association. 

Tunnel: The path followcd by a datagram 
while it is encapsulated. The model is that, while 
encapsulated, a datagram is routed to a knowl- 
edgable agent, which decapsulates the datagram 
and then forwards it along to its ultimate desti- 
nation. 

Virtual Network A network with no physical 
instantiation beyond its router (with a physical 
network interface on another network). The  
router (e.&, a home agent) generally advertises 
reachdbility to the virtual network using conven- 
tional routing protocols. 

Visited Network A network o ther  than a 
mobile node’s home network to which the mobile 
node is currently connecled. 

Visitor List: The list of mobile nodes visiting 
a foreign agent. 

PROTOCOL OVERVIEW 
Mobile IP is a way of performing three relat- 

ed functions: 
* Agent Discovery: Mobility agents advertise 

their availability on each link for which they 
provide service. 

* Registration: When the mobile node is away 
from home, it registers its care-of address 
with its home agent. - Tunneling: I n  order for datagrams to be 
delivered to the  mobile node when i t  is 
away from home, the home agent has to 
tunnel the datagrams to the care-of address. 
The following will give a rough outline of 

operation of the Mobile IP protocol, making use 
of the above-mentioned operations. Figure 1 
may be used to help envision the roles played by 
the entities. 
* Mobility agents make themselves known by 

sending agent advertisement messages. An 
impatient mobile node may optionally solic- 
it an agent advertisement message. 
After receiving an agent advertisement, a 
mobile node determines whether it is on its 
home network o r  a foreign network. A 
mobile node basically works like any other 
node  on its home network when it is a t  
home. 
When a mobile node moves away from its 
home network, it obtains a care-of address 
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on the foreign nctwork, for instance, by 
soliciting or listening for agent advertise- 
ments, or contacting Dynamic Host Config- 
uration Protocol (DHCP) or Point-to-Point 
Protocol (PPP). 

* While away from home, the mobile node 
registers each new care-of address with its 
home agent, possibly by way of a foreign 
agent. 

* Datagrams sent-to the mobile node’s home 
address are intercepted by its home agent, 
tunneled by its home agent to  the care-of 
address, received at the tunnel endpoint (at 
either a foreign agent or the mobile node 
itself), and finally delivered to the mobile 
node. 

* In the reverse direction, datagrams sent by 
the mobile node are generally delivered to 
their destination using standard IP routing 
mechanisms, not necessarily passing 
through the home agent (but see the eighth 
section). 
When the home agent tunnels a datagram to 

the care-of address, the inner IP header destina- 
tion (Le., the mobile node’s home address) is 
effectively shielded from intervening routers 
between its home network and its current Inca- 
tion. At the care-of address, the original data- 
gram exits from the tunnel and is delivered to 
the mobile node. 

It is the job of every home agent to attract 
and intercept datagrams that are destined to the 
home address of any of its registered mobile 
nodes. The home agent basically does this by 
using a minor variation on proxy Address Reso- 
lution Protocol (ARP), and to do so in the natu- 
ral model it has to have a network interface on 
the link indicated by the mobile node’s home 
address. However, the latter requirement is not 
part of the Mobile IP specification. When for- 
eign agents are in use, similarly, the natural 
model of operation suggests that the mobile 
node be able to establish a link with its foreign 
agent. Other configurations are possible, howev- 
er, using protocol operations not defined by 
(and invisible to) Mobile IP. Notice that, if the 
home agent is the only router advertising reach- 
ability to  the home network, but there is no 

. 

physical link instantiating the home, network, 
then all datagrams transmitted to mobile nodes 
addressed on that home network will naturally 
reach the home agent without any special link 
operations. 

Figure 1 illustrates the routing of datagrams 
to  and from a mobile node away from home, 
once the mobile node has registered with its 
home agent. The mobile node is presumed to he 
using a care-of address provided by the foreign 
agent: 
* A datagram to the mobile node arrives on 

the home network via standard IP routing. 
The datagram is intercepted by the home 
agent and is tunneled, to the care-of address, 
as depicted by the arrow going through the 
tube. 
The datagram is detunneled and delivered 
to the mobile node. 
For datagrams sent by the mobile node, 
standard IP routing delivers each to its des- 
tination. In the figure, the foreign agent is 
the mobile node’s default router. 
Now, we will go into more detail about the 

various parts of the protocols outlined above. 

MOBILE AGENT DIS~OVERY 
The process of detecting a mobility agent is 

quite similar to that used by Internet nodes to 
detect .routers running Internet Control Message 
Protocol (ICMP) Router Discovery (RFC 1256) 
[7]. The basic operation involves.periodic broad- 
casts of advertisements by the routers onto their 
directly attached subnetworks. Noticing the simi- 
larity, the Mobile 1P working group decided to use 
RFC 1256 directly, and support the special addi- 
tional needs of mobility agents by attaching special 
extensions to the standard ICMP [9] messages. 

AGENT ADVERTISEMENT 
By far the most important exten’sion is the 

mobility agent extension, which is applied to  
ICMP Router Advertisement and illustrated in 
Fig. 2. 

The flags (R, B, H, F, M, G ,  and V) inform 
mobile nodes regarding special features of the 
advertisement, and are described below. The 
type field allows mobile nodes to distinguish 
between the various kinds of extensions that may 
be applied by mobility agents to  the ICMP 
Router Advertisements; the type for the mobility 
agent advertisement extension is 3. Other exten- 
sions may, of course, precede or  succeed this 
extension; almost no other extensions are 
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defined as of this writing. The length field is the 
length of this single extension, which really only 
depends on how many care-of addresses are 
being advertised. Furthermore, currently, at 
most one care-of address will typically be adver- 
tised (see the eighth section). Home agents do 
not have to advertise care-of addresses, but they 
still need to broadcast mobility agent advertise- 
ments so that mobile nodes will know when they 
have returned to their home network. Indeed, 
mobility agents can advertise care-of addresses 
even when they do not offer any default router 
addresses, as would be found in other lCMP 
Router Advertisements. No preferences apply to 
advertised care-of addresses. 

The flags are defined as follows: 
R Registration required. Registration with 

this foreign agent (or another foreign agent 
on this link) is required, even if using a col- 
located care-of address. 

B The foreign agent is busy. 
H The agent is a home agent. 
F Thc agent is a foreign agent. 
MMinimal encapsulation (RFC 2004 [lo]) 
G GRE encapsulation (RFC 1701 [ll]) 
V Van Jacobson header compression (RFC 1144 

Note that bits F and H are not mutually exclu- 
sive, and that B cannot be set unless F is also 
set .  Note also that a foreign agent typically 
needs to continue sending advertisements out 
(with the B bit set), even though it is too busy to 
provide service to new mobile nodes. Otherwise, 
the foreign agent’s current customers might 
think the foreign agent had crashed, and move 
away unnecessarily. 

The mobility agent generally increments the 
sequence number by one for  each successive 
advertisement. Special rules enable a mobile node 
to distinguish between foreign agent crashes, and 
wraparound of the sequence number field. 

1121) 

AGENT SOU~ITATION 
A mobile node is allowed to send ICMP Router 
Solicitation messages in order to elicit a mobility 
agent advertisement. 

The registration 

process i s  almost 
the same whether 

the mobile node has 
obtained its care-of 

address f rom a 
foreign agent, or 
alternatively has 
acquired it f rom 

another independent 

service such as 

DHCP. 
. _  -. 

There are two kinds of registration messages, 
the registration request and registration reply, 
both sent to User Datagram Protocol (UDP) 
port 434. The overall data structure of the regis- 
tration messages is shown in Fig. 3. The request 
message allows the mobile node to inform its 
homc agent of its current care-of address, tells 
the home agent how long the mobile node wants 
to use the care-of address, and indicates special 
features that may be available from the foreign 
agent. The foreign agent is considered a passive 
agent in the registration procedure, and agrees 
to pass the request to the home agent, and sub- 
sequently to pass the reply from the home agent 
hack to the mobile node. 

REGISTR~TION Rwsi 
The registration process is almost the same 
whether the mobile node has obtained its care-of 
address from a foreign agent, or alternatively has 
acquired it from another independent service 
such as DHCP. In the former case, the mobile 
node basically sends the request (with fields 
filled in as described below) to the foreign agent, 
which then relays the request to the home agent. 
I n  the lattcr case, the mobile node sends its 
request directly to the home agent, using its col- 
locafed care-of address as the source IP address 
of the request. 

After the IP and UDP headers, the registra- 
tion request has the structure illustrated in Fig. 4. 

Given the discussion about the bit fields in the 
agent advertisement extension in the third sec- 
tion, the need for most of the fields is clear. The 
V bit in the request serves to inform the foreign 
agent whether Van Jacobson compression is 
desired. The M and G bits tell the home agent 
which additional encapsulation methods can be 
used. The B bit is used to tell the home agent to 
encapsulate broadcast datagrams from the home 
network for delivery to the care-of address (and 
from there to the mobile node). The  D bit 
describes whether or not the mobile node is col- 
located with its care-of address, and is mainly 
useful for determining how to deliver broadcast 
and multicast datagrams to the mobile node. 
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Also included are the home address and the 
proposed care-of address. The identification 
field, a 64-bit field, is used for replay protection, 
as described bclow when security is discussed. 
The most important extension is the mobile- 
home authentication extension, described in the 
fourth section, which is required in cvery regis- 
tration in order to allow the home agent to prc- 
vent fraudulent remote redirects. 

REGISTMIION REPLY 
The rceistration rcnlv has the structure illustrat- . ,  
cd in fig, 5. 

The lifetime field tells the mobile node how 
long the registration will bc honored by the 
home agent. I t  can be shorter than requested, 
but never longer. The code field describes the 
status of the registration. If the registration suc- 
ceeds, well and good. If the registration fails, the 
code field offers details about what went wrong. 

0 - registration accepted 
Registration denied by the foreign agent: 
66 - insufficient resources 
69 - lifetime request > advertised limit 
70 - poorly formed request 
71 - poorly formed reply 
88 -home agent unreachable 
Registration denied by the home agent: 
130 - insufficient resources , 

131 - mobile node failed authentication 
133 - registration identification mismatch 
134 - poorly formed request 
136 - unknown home agent addrcss 

Receiving code 133 usually indicates the need 
for resynchronization between the home agent 
and the mobile nodc. This synchronization can 
he either time-based or based on the exchangc 

Typical values include: 

of randomly generated nonce values. Note that 
error code 130 should effectivcly he impossible. 
The home agent should not be configured to 
accept the mobile node if it does not have the 
needed resourccs. 

Up-to-date values of the code field are speci- 
fied in the most recent assigned numbers (e&, 
~ 3 1 ) .  

DYNMIC HOME AGENT DISCOVERY 
Rejection code 136 forms the basis for allowing 
the mobile node to find the address of a home 
agent when needed. If the registration rcply is 
addresscd to  the directed broadcasr address, 
every home agent on the home network should 
receive and reject it. However, the registration 
reply containing the rejection also contains the 
home agent's address, so the mobile node can 
t q  again and succeed. 

SECURING THE REGISIMIION PROtEDURE 
Registration in Mobile IP must he made secure 
so that fraudulent registrations.can he detectcd 
and rejected. Otherwise, any malicious user in  
the Internet could disrupt communications, 
between the home agent and the mobile node by 
the simple expedient of supplying a registration 
request containing a bogus care-of address (per- 
haps the IP address of the malicious user). This 
would effectively disrupt all traffic destined for 
the mobile node. 

The method specified to protect against such 
malicious uscrs involves the inclusion of an 
unforgeahle value along with the registration 
that changes for every ncw registration. In order 
to  make each one different, a timestamp or 
newly gencrated random number (a nonce) is 
inserted into the identification field. The home 
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agent and mobile node have to agree on reason- 
able values for the timestamp or nonce, and the 
protocol allows for  resynchronization, as 
described earlier, by use of reply code 133. 

There are three authentication extensions 
defined for use with Mobile IP1 as follows: 

The mobile-home authentication cxtensiou - The mobile-foreign authentication exten- 
sion 

* The foreign-home authentication extension 
As illustrated in Fig. 6, they all have similar 

formats, distinguishable only by different type 
numbers. Thc mobile-home authentication exten- 
sion is required in all registration requests and 
replies. The SPI within any of the authentication 
extensions defines the security context used to 
compute (and check) the authenticator. In par- 
ticular, the SPI selects the authentication algo- 
rithm and mode, and secret (a shared key, or 
appropriate puhliclprivate key pair) used to  
compute the authenticator. A mobile node has 
to be able to associate arbitrary SPI values with 
any authentication algorithm and mode it imple- 
ments. SPI values 0 through 255 are reserved 
and not allowed to he used in any mobility secu- 
rity association. 

The default authentication algorithm uses 
keyed-MDS [14] in prefix+suffix mode to com- 
pute a 128-bit message digesr of the registration 
message. The default authenticator is a 128-bit 
message digest computed by the default algo- 
rithm over the following stream of bytes: - The shared secret defined by the mobility 

security association between the nodes and 
by SPI value specified in the~authentication 
extension, followed by - The protected fields from the registration 
message, in the  order specified above, fol- 
lowed by 

* The shared secret again 
The authenticator itsclf and the UDP head- 

e r  are not included in the computation of the 
dcfault authcnticator valuc. All implementa- 

tions of Mobile IP are required to implement 
the  defaul t  authentication algorithm just  
described. 

ROUTING AND TUNNELING 
The home agent, after a successful registra- 

tion, will begin to attract datagrams destined for 
the mobile node and tunnel each onc  to  the  
mobile node at its care-of address. The tunnel- 
ing can be done by one of scveral encapsulation 
algorithms, hut the default algorithm that must 
always be supported is simple IP-within-IP 
encapsulation, as described in RFC 2003 [15]. 
Encapsulation is a very general technique used 
for many different reasons, including multicast, 
multiprotocol operations, authentication, priva- 
cy, defeating traffic analysis, and general policy 
routing. 

Pictorially, Fig. 7 shows how an IP datagram 
is encapsulated by preceding it with a new I P  
header  ( the  tunnel header).  In  the  case of 
Mobile IP, the values of the fields in the new 
header are selected naturally, with the care-of 
address used as the destination IP address in the 
tunnel header.  The  encapsulating IP header 
indicates the presencc of the encapsulated IP 
datagram by using the vdluc 4 in the outer pro- 
tocol field. The  inner headcr is not modificd 
except to decrement the TTL by 1 .  

Alternatively, minimal encapsularion [lo] can 
be used as long as the mobile node, home agent, 
and foreign agent (if present) all agree to do so. 
1P-within-IP uses a few morc bytes per datagram 
than minimal encapsulation, but allows fragmen- 
tation at the home agent when needed to deal 
with tunnels with smaller path maximum trans- 
mission units (MTUs). 

The minimal encapsulation header fits in the 
samc relative location within the encapsulated 
payload, as indicated by the old I P  header in 
Fig. 7. Thc presence of the minimal cncapsula- 
tion header is indicated by using protocol num- 
ber 55 in the encapsulating IP header protocol 
field. Figure 8 shows the  fields of the minimal 
encapsulation header,  which a re  described 
below. The.length of t he  minimal header  is 
cithcr 12 or 8, depending on whether the origi- 
nal source IP address is,present. 

Protocol: Copied from the protocol field in 
the original 1P header. 

Original Source Address Present (S): If 1, 
the original source address field (bclow) is pre- 
sent; otherwise, it is not. 

Reserved Sent as zero; ignored on reception. 
Header Checksum: The  16-bit 1’s comple- 

Original source address (if present) 

I I 
E4 FIGURI  8. Minimal encopsulotion format 
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ment of the 1’s complement sum of all 16-hit 
words in the minimal forwarding header. For 
nurnoses of comoutine the checksum. the value 
‘of the checksum ‘field rs 0. The IP header and IP 
payload (after the minimal forwarding header) 
are not included in this checksum computation. 

Orieinal Destination Address: Cooied from - 
the destination address field in the original 1P 
header. 

Original Source Address: Copied from the 
source address field in the original IP header. 
This field is present only if the original source 
address present (S) hit is set. 

SOFITIINNEI STAIE 
One unfortunate aspect of ICMP error messages 
is that they are only required by the protocol to 
incorporate 8 bytes of the offending datagram. 
Therefore, when delively of a datagram tunneled 
to a care-of address fails; the ICMP error returned 
to the home agent may not contain the IP address 
of the original source of the tunneled datagram. 

Naturally, it makes sense for the home agent 
to  try to  notify the correspondent host ( the 
source of the datagram that could not be deliv, 
ered) in this situation. If the home agent keeps 
track of which datagrams have been tunneled to 
which care-of addresses (including the IP 
sequence number), the ICMP error return can 
be used by the home agent to indicate which 
datagram caused the problem. If that determina- 
tion is made, the ICMP error  return can be 
relayed by the home agent to the Correspondent 
node that sent the offending datagram. 

When a correspondent node sends the data- 
eram to the home network. and the dataeram 
arrives at the home network, it seems inaipro. 
oriate for the home agent to relav ICMP net- - 
work unreachable messages without any 
change. In fact, from the point of view of the 
correipondent node, the tunnel should be invisi- 
ble. almost as if it were an extension of the 
home link. So when the home agent can deter- 
mine which correspondent node should receive 
the error, it makes sense for the home agcnt to 
transform the network unreachable message 
into a host unreachable message. 

When the home agent is about to  tunnel a 
datagram to a care-of iddress that has just failed, 
it is quite feasible for the home aKent to remem- 
ber that the tunnel is broken. The home agent 
can then inform the correspondent host directly, 
using an ICMP host unreachable message. In 
fact, the home agent can keep track of other 
interesting tunnel parameters, especially includ- 
ing the path MTU for the tunnel and the neces- 
sary time to live (TTL) for  encapsulated 
datagrams using that tunnel. This collection of 
tunnel parameters is called the soft state of the 
tunnel. The IP-within-IP encapsulation specifica- 
tion, RFC 2003 [lj], recommends maintenance 
of soft state, and gives specific rules for relaying 
lCMP messages. 
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HOME N~IWORK CONFIGURATIONS 
There are three basic configurations for home 
networks. The first is a standard physical net- 
work connected by way of a router with another 
node on the network acting as a home agent. 
The configuration shown in Fig. Ya will be very 
oonular. esneciallv for enterorises starting to use I .  
Mobile 1P:If t h e  home agent is also a i e n t e r -  
prise router, the physical home network layout 
can he conceptually simpler, as illustrated in Fig. 
9h. In either case, wireless devices can be config- 
ured with IP addresses on existing physical (say, 
Ethernet) networks with the help of bridging 
devices that cause the wireless packets to be 
brideed onto the ohvsical network. 
I . _  

At the other extreme, it is possible to manage 
a home network that has no ohvsical realization, 
called a virtual nehvurk, as &own in Fig. 9c. The 
home aeent aonears to the rest of the Internet 
as the Guter iAr the home network, but when 
datagrams arrive at the home agent, they are 
never forwarded. Instead, thc home agent encap- 
sulates them and sends them to a known care-of 
address. 

PROXY AND GRATUllDUS ARP 
In either configuration (a) or (b) of Fig. 9, the 
home agent must perform proxy ARP for the 
mobile node. Otherwise, existing Internet hosts 
on the home network would not bc able to con- 
tact the mobile node after it  has moved to sume 
new care-of address. 

In fact, hosts remaining on the home network 
that communicate with the mobile node while it 
is at home are likely to  havc ARP [ l h ]  cache 
entries for the mobile node that.become stale 
the instant the mobile node moves away. For 
this reason, the home agent is required to broad- 
cast gratuitous ARPs as soon as the mobile node 
moves away from its home network and registers 
a new care-of address. The gratuitous ARPs are 
supposed to have thr effect of updating the ARP 
caches of every node physically attached to the 
home network so that they resolve the IP.home 
address of the mobile node into the link-layer 
address of the home agent. Similarlv. when the 

I ,. 
mobile node returns to  its home network, i t  
broadcasts gratuitous ARPs so that its home 
address is aiain associated to its own link-layer 
address by the other nodes on the home net- 
work. Networks on which nodes are attached 
that do not work with gratuitous ARP should 
not be administered as home networks. 



Because of the danger of irreparably creat- 
ing stale ARP caches, mobile nodes must never 
broadcast an ARP request or ARP reply pack- 
e t  on any visited network. If, for instance, a 
‘wireless mobile node were t o  broadcast  an 
ARP request to find the link-layer address of 
the  foreign agent  broadcast ing a care-of  
address ,  any o t h e r  wireless s ta t ions within 
range could possibly create ARP cache entries 
for  tha t  mobile node.  Those entr ies  would 
make it hard to contact the mobile node after 
it moves away. 

ROUTE OPTIMIZATION 
A s  noted above, datagrams going to  the 

mobile node must travel through the home agent 
when the mobile node is away from home, hut 
datagrams from the mobile node to other sta- 
tionary Internet nodes can instead he routed 
directly to  their destinations (Fig. 10). This 
asymmetric routing, called triangle routing, is 
generally far from optimal, especially in cases 
when the correspondent node is very close to the 
mobile node. 

In this section, we will describe in some detail 
the necessary protocol operations (called mule 
oprimizalion) to eliminate the triangle routing 
problem. The current protocol definition may he 
found in the Internet draft [17], and there are 
additional details in an earlier paper on the suh- 
ject [IS]. The advantages of route,optimization 
are clear. The disadvantage is that, for the first 
time, and in major distinction to the base Mobile 
IP protocol, changes are required in the corre- 
spondent nodes. 

R O W  OfllMlZATlON O V E R V W  
The basic idea underlying route optimization 
is that the routes to mobile nodes from their 
correspondent nodes can be improved if the 
correspondent node has an up-to-datc mobili- 
ty binding (see the second sect ion)  for  the 
mobile node in its routing table. Most of the 
proposed protocol described below is geared 
toward providing such an updated mobil i ty  
binding (usually shortened to just binding) to  
correspondent nodes that need them. With an 
updated binding, the correspondent node will 
be  ab le  to  s e n d  encapsula ted  da tagrams 
directly to the mobile node’s care-of address 
instead of relying on a possibly distant home 
agent to do so. 

Every aspect of the design is influenced by 
the need to allow the correspondent nodes to 
be  sure  of the authent ic i ty  of t he  updates. 
Mobile computer users would not he very sat- 
isfied if their traffic.were easily hijacked, and 
their  very mobility increases the likelihood 
that aspects of network security at their point 
of a t tachment  may he inadequate .  We also 
have to keep in mind that a majority of such 
nodes today will not he able to understand the 

The current unsatisfactory state of security 
within the Internet, and especially the lack of 
key distribution protocols, has determined sever- 
al further aspects of the design of the route opti- 
mization protocols. In particular, we believe that 
for the near future while security protocols are 

protocol. 
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Packets to Internet 
host routed OK 

Foreign 
agent 

Mobile client 

I 
H FIGURE 10. lriangle routing 

still in the early stages of development and 
deployment, correspondent nodes are more like- 
ly to maintain security relationships with home 
agents than with individual mobile nodes. 
Observe that mobile nodes usually spend time 
connected to nodes either within their home 
domain or near their current point of attach- 
ment. 

For instance, suppose an employee from one 
enterprise, say Home Domains, Inc. (company 
H), wishes to use Mobile IP while roaming the 
premiscs of another enterprise, say Fly Away 
With Us, Inc. (company F). We expcct that the 
employee would, first of all, make sure  the 
administrator of the home domain sets up a 
security association with the administrator of the 
foreign domain at company F. If the enterprises 
wmmunicate frcquently for business purposes (a 
likely circumstance given the employee’s need to 
roam there), such a security association might 
already exist and be ready for use. Then wc fur- 
ther hope that any relevant Correspondent node 
could get the necessary security association 
needed for communication with company H’s 
home agent, perhaps by browsing an administra- 
tive panel and requesting the necessaly informa- 
tion encrypted by its own local security 
transform. 

Following this speculative model of t he  
future, we have designed the protocol so that the 
home agent is responsible for providing binding 
updates to any concerned correspondent nodes 
at foreign enterprises. Briefly, the protocol oper- 
ates in as many as four steps: 
* A binding warning control message may he 

sent to the home agent, indicating a corre- 
spondent node that seems unaware of the 
mobile node’s care-of address. 

* The correspondent node may send a binding 
request. 

* The home agent (typically) may send an 
authenticated binding update containing the 
mobile node’s current care-of address. 

* For smooth handoffs (sixth section), the 
mobile node transmits a binding update 
and must be certain that the update was 
received. Thus, i t  can request a binding 
acknowledgment from the recipient. 
In the next sections, a brief description of the 



it is important to 
deliver dotagrams 

correctly even 
though they may 

arrive o t  the 
"wrong" tare-of 
oddress. Route 

optimizotion enables 
the solution to this 

problem, by  ollowing 
previous foreign 

agents to maintain 
a binding for their 

former mobile 
visitors, showing o 

current care-of 
address for each. 

0 1 2 3 
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1  

I I 
FIGURf 1 1 .  Binding warning message forma! 

above message types will be presented. Note 
that, particularly with the binding warning and 
binding update messages, the sending agent 
must be careful not to blindly send the messages 
without regard to past history, If the message 
has been sent recently, and seemingly has had 
no effect, the natural conclusion can be drawn 
that the intended recipient does not understand 
route optimization protocol messages. There- 
fore, the sender is obligated to send those mes- 
sages less frequently in the future, or perhaps 
not at all. The protocol specifies a random expo- 
nential backoff mechanism for retransmitting 
these messages. Also note that all reserved fields 
arc ignored on reception and must be set to zero 
upon transmission. Later, a brief description of 
the security architecture currently planned to 
make the above transactions secure is presented. 
All messages are transmitted by way of UDP. As 
with the basic Mobile IP  protocol, there is no 
need for the additional features of TCP. 

BINDING WARNING 
A binding warning message (Fig. 11) informs the 
recipient that the target node could benefit from 
obtaining a fresh binding for the mobile node. 
Usually, the recipient is the home agent, which is 
likely to  be known to the sender because the 
sender ohtained its binding from the home agent 
in the first place. 

BINDING RERUM 
Any time a correspondent node determines that 
its binding is stale, or is going stale, it can issue a 
binding request message (Fig. 12) to the home 
agent. The correspondent node sends a 64-bit 
number (the identification) to the home agent 

for use in protecting against replay attacks, and 
also to help match pending requests with subse- 
quent updates. 

BIHDING UPDAIES 
The home agent (typically) sends a binding 
update message (Fig. 13) to those correspondent 
nodes that need them. This of ten  happens 
because the home agent has received a datagram 
addressed to a mobile node from the correspon- 
dent node, which subsequently has to be tun- 
neled by the home agent to the mobile node's 
current care-of address. If the home agent has a 
security relationship with the correspondent 
node, it can send a binding update straightaway 
without waiting for any binding warning or hind- 
ing request. As with any binding, the binding 
included in the update must contain an associat- 
ed lifetime, after which the binding is to  he 
purged by the recipient. 

Notice that the correspondent node may be 
willing to use minimal encapsulation or GRE to 
tunnel datagrams to the mobile node. The home 
agent sets the appropriate bits (M or G) to notify 
the correspondent node that the respective 
encapsulation protocols may be used if desired. 
The A bit is used to request an acknowledgment, 
and the I bit is set if the identification field is 
present. Cases involving smooth handoff require 
acknowledgments. On the other hand, the home 
agent usually finds out if the correspondent node 
has not gotten the update yet, just by the fact 
that it still has to encapsulate datagrams from 
that correspondent node sent to the mobile node. 

The binding update must he accompanied by the 
mute optimization authentication extension, similar 
to the mobile-home authentication extension. 
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The binding acknowledgmenf message (Fig. 14) is 
used to acknowledge the reception of binding 
update messages. The 64-hit idenfificarion field 
again protects against replays and allows the 
acknowledgment to be associated with a pending 
binding update. The N hit allows the recipient of 
the binding update to  satisfy the A hit of the 
binding update, while informing the updating 
agent that the update was not acceptable. 

SMOOTH HANOOFFS 
As mobile nodes move from one point of attach- 
ment to the next within the Internet, it would he 
nice if the transitions (called handoffs) were as 
smooth as possible. This could he a problem if 
datagrams heading toward one point,of attach- 
ment were dropped because the mobile node 
had just left to attach somewhere else nearby. 
With route optimization such problems will 
almost certainly arise, hecause there is no way 
that all correspondent nodes can instantaneously 
receive updated bindings reflecting the node’s 
movement. Moreover, studies have shown that 
because of the way TCP works, the distraction 
caused by dropping datagrams is magnified (by 
about a factor of  two) [19]. 

Thus, it is important t o  deliver datagrams 
correctly even though they may arrive at the 
“wrong” care-of address. Route optimization 
enables the solution to this problem, by allowing 
previous foreign agents to maintain a binding for 
their former mobile visitors, showing a current 

care-of address for each. With such information, 
a previous foreign agent can reencapsulate a 
datagram with the right care-of address and send 
it along to the mobile node. 

In order to obtain the maximum benefit from 
using route optimization to effect smooth hand- 
offs from one foreign agent to the next, it would 
be best if the home agent were not involved. In 
fact, the handoff is targeted toward handling 
datagrams in flight without dropping them, hut 
the home agent is often too far away to respond 
in time. If datagrams are being dropped for the 
hundrcds of milliseconds it  would take for a dis- 
tant home agent to respond, megabits of data 
could he dropped. Recognizing this problem, we 
have dcsigned a method by which cooperating 
foreign agents can, by authority of the mobile 
node, agree to perform smooth handoffs before 
the new registration has completed; see Fig. 15 
for an illustration of the process. Essentially, 
when the mobile node moves to a new point of 
attachment, it instructs its new foreign agent to 
send a binding update to its previous foreign 
agent. ’ 

If the previous foreign agent has no fresh 
binding for the mobile node, it can deliver thc 
datagram to  the home agent for further han- 
dling. This might conceivably he done by the 
simple expedient of decapsulating the datagram 
and sending it out for normal IP routing. The 
datagram would then be routed to  the home 
agent again. Such action, however, would proba- 
bly cause routing loops whenever the home 
agent encapsulates datagrams for delivery to a 

I 
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foreign agent that has lost track of one of its vis- 
iting mobile nodes. 

Instead, route optimization defines a way to 
use special tunnels, which indicate to  the home 
agent the need for special handling. When a for- 
eign agent wants to send a datagram back to the 
home,agent (because the home address in the 
decapsulated datagram is not available), it 
instead encapsulates the datagram to he sent to 
the home agent. The newly encapsulated data- 
gram uses the foreign agent's care-of address as 
the source IP address. Upon reception of the 
newly encapsulated datagram, the home agent 
compares the source IP address with the care-of 
address known in the binding created from the 
last registration. .If the two addresses match, the 
home agent must not tunnel the datagram back 
to  the care-of address. Otherwise, the home 
agent is allowed to  retunnel the decapsulated 
result to the current care-of address known from 
the registration. 

SECURING THE BINDING UPDATES 
Whenever a binding update is transmitted, it 
has to  he accompanied by an authentication 
extension. However, doing so is more chal- 
lenging in the case of smooth handoffs. It is 
important to note that, again, foreign agents 
are considered anonymous entities that are not 
trusted by the mobile node to d o  anything 
except follow protocol, and whose identity 
cannot necessarily be verified. The implication 
follows that the mobile node and foreign agent 
might share no special secret that can he used 
to build a security association. Even without a 
secret, however, the mobile node needs to per- 
suade its previous foreign agent that the bind- 
ing update (sent for the purpose of effecting a 
smooth handoff) has not been forged. The 
process of offering this persuasive evidence 
has been a challenging problem for designing 
the smooth handoff mechanism. The persua- 
sive evidence possessed by the mobile node is 
called a registration key, and obtaining the reg- 
istration key is accomvlished bv one of several 
means. 

In the interest of keeping the description to 
an appropriate size, the precise details of man- 
aging security between the mobile node and for- 
eign agent will largely he omitted. However, the 
overall procedure is as follows: 
* The foreign agent uses agent advertisement 

flags and extensions to provide information 
ahout the style of security it is prepared to 
offer the mobile node. 
The mobile node selects one of a menu of 
possible actions, depending on availability. - The foreign agent responds to the mobile 
node's request, and if necessary cooperates 
with the mobile node to  provide smooth 
handoff operation and to obtain a registra- 
tion key from the home agent. 
Our design of the smooth handoff procedure, 

using the binding update message as shown 
above, relies mostly on the mobile node to  
observe available methods and initiate their exe- 
cution. The mobile node will know whether or 
not the foreign agent is willing to take part in 
the smooth handoff procedure by inspe.cting the 
advertised flags. In addition, the mobile node, 
when it first detects the foreign agent, will know 
immediately whether a mobility security associa- 
tion is available with that agent. In that case, the 
mobile node can establish a registration key by 
the simple expedient of picking a good random 
number and encoding it for the foreign agent, 
using their shared secret. In this case, the regis- 
tration must include a mobile-foreign authenlica- 
lion extension. 

However, in  our estimation the appropriate 
security association is a luxury unlikely to  he 
encountered, Therefore, the mobile node may 
instead rely on the home agent to pick out a reg' 
istration key for use by the mobile node and for- 
eign agent. This again can he done in one of two 
ways. If the foreign agent and home agent share 
a security association, the foreign agent can 
request that the home agent encrypt a diligently 
selected registration key using that security asso- 
ciation and transmit the result hack to the for- 
eign agent as part of the registration reply. The 
home agent informs the mobile node of the reg- 
istration key value by using the mobility security 
association that is always known to exist between 
the two nodes. 

If, on the other hand, the foreign agent does 
not have a security association with the home 
agent, hut instead has a public key, it can send 
the public key to the home agent along with the 
registration, and accomplish much the same 
result as outlined in the last paragraph. Lastly, if 
the foreign agent does not have a public key, 
and has security associations with neither the 
home agent nor the mobile node, there is still 
the possibility for a Diffie-Hellman key exchange 

Performing smooth handoffs is complicated 
by the need to create a registration key in the 
absence of well defined, standardized, widely 
deployed security protocols. Nevertheless, it is 
hoped that the complication of the latter opera- 
tion will not obscure the basic simplicity of the 
protocol, and that providing the protocol defini- 
tion for each of a variety of feasible scenarios 
will broaden the appeal of smooth handoffs 
rather than cloud its future. 

. .  

P O I .  
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In this section, we describe the pertinent 
details of the status of Mobile IP  in the stan- 
dardization process, and interesting details about 
working groups and the standardization process 
itself. 

The IETF is a somewhat loose confederation 
of numerous (more than 60, at last count) work- 
ing groups that meets three times a year. At  
these meetings, each working group may meet 
once or several times, or not at all. The working 
groups are divided into areas, each administered 
by an urea director. For instance, the Mobile IP 
working group is part of the routing area. The 
area director for each area must review the pro- 
posals from each working group before they can 
be submitted for further consideration by the 
IETF at large. The area directors, taken togeth- 
er,  also constitute another group called the 
Internet Engineering Steering Group (IESG). 
The IESG, upon recommendation of the partic- 
ular area director sponsoring a protocol docu- 
ment, tries to ensure a high degree of protocol 
quality, and to ensure that standardized proto- 
cols work well with each other. To put it mildly, 
this is a huge job, getting bigger all the time with 
the growth of the internet.  Complicating an 
already complex problem is the fact that internet 
protocols suddenly represent big business, and a 
false step on the part  of an a rea  director o r  
working group chair could easily result in an 
expensive lawsuit. 

The Mobile iP  working group itself has had a 
long and at times contentious history. A succes- 
sion of eminently competent working group 
chairs have fortunately managed to bring the 
process to a somewhat successful milestone, with 
the recent publication of the base Mobile IP  
protocol documents as proposed standards, and 
RFCs 2002-2006. A good place to look for such 
documents is on the IETF  Web page 
(http://www.ietf.org). After some further consen- 
sus has been achieved and additional operational 
experience gained, Mobile IP may progress to a 
draft standard. This step should also be accom- 
panied by a large increase in the number of 
deployed Mobile IP systems in the Internet. For 
various reasons, Mobile IP has not until now 
enjoyed its full potential. 

Route optimization, and the other protocol 
efforts described in the next section, are in a far 
more fluid state. These are still Internet drafts, 
not yet proposed standards. 

CURRENT TOPICS 
IP VERSION 6 (IPv6) 

Although space does not permit a full exposition 
of the details of the proposed mobility protocols 
for IPv6, some overall discussion is certainly in 
order.  The  current Internet draft [21] and a 
recent paper on the subject [22] should be con- 
sulted for full details. 

The IPv6 protocol [23, 241 and its attendant 
address configuration protocols (Neighbor Dis- 
covery [25] and Stateless Address Autoconfigura- 
tion [26]) form an almost perfect protocol basis 
for mobile networking. The basic idea, that a 
mobile node is reachable by sending packets to 

its home network, and that the home agent sends 
packets from a home network to  the  mobile 
node’s current care-of address, remains the  
same. Also, similar to the method used before 
(for iPv4, as described earlier), the home agent 
encapsulates packets for delivery from the home 
network to the care-of address. 

What has changed is that the mobile node 
now has an ensured capability to obtain a care- 
of address byusing the above mentioned address 
configuration protocols. Thus, there is a greatly 
reduced need for foreign agents, and they have 
been eliminated from the mobility support pro- 
tocol. Moreover, the idea from route optimiza- 
tion of supplying binding updates to  
correspondent nodes is able to be integrated 
nicely into IPv6 by using the newly defined desti- 
nation options. Since destination options are 
inspected only by the destination, there is no 
performance penalty at intermediate routers for 
using them. Since such options can be placed 
into any IPv6 packet, there is far less overhead 
involved in sending binding updates to corre- 
spondent nodes. The binding update can be 
included in any normal data packet that  the 
mobile node would be sending to the correspon- 
dent node anyway. If a packet ever arrives at the 
home network, it will be encapsulated and sent 
to the mobile node. Thus, when a mobile node 
receives such an encapsulated IPv6 packet, it can 
infer that the originator of the decapsulated 
packet should receive a binding update (in a 
destination option) sent along with the very next 
packet transmitted to the originator. 

Just as with IPv4, binding updates need to be 
authenticated. What is different, however, is the 
expectation that every IPv6 node will be able to 
establish and maintain security relationships as 
needed. in order to comply with the IPv6 specifi- 
cation, each node is required to implement IPv6 
authentication header [27] processing. Thus, the 
mobile node can assume that, by using security 
protocols already specified, its binding updates 
will be confidently received by the correspondent 
nodes that need them. In IPv6, the mobile node 
is the only node authorized to supply binding 
updates to its correspondent nodes, and typically 
does so at  the earliest reasonable time after 
moving to a new point of attachment to the IPv6 
Internet. 

FIREWALLS AND PACKET FILTERING PROBLEMS 
One of the biggest problems facing the deploy- 
ment of Mobile IP  in today’s Internet is that 
mobile nodes roaming in foreign enterprises 
look like interlopers, and the firewalls and bor- 
der routers administered at the foreign domain 
are usually configured to interrupt traffic to and 
from interloper nodes. This is a reaction to the 
growing danger of protocol attacks and the  
desire to eliminate as many as possible of the 
hiding places favored by malicious users. 

So, for instance, a recent Internet draft [28] 
exhorts systems administrators to perform ingress 
filtering, by which is meant the action of disallow- 
ing datagrams entry into the Internet from any 
leaf domain, unless those datagrams conform to 
expectations about their source IP address. By 
doing so, the Internet is considered better pro- 
tected from domains harboring malicious users, 
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because users sending datagrams from the 
domain will not be able to impersonate users 
from the ingress-filtering domains. 

This, of course, is anathema for Mobile IP. 
Any mobile node in a foreign domain is going to 
have a source I P  address that doesn’t “look 
right” to such ingress-filtering border routers. 
One idea is to allow the mobile nodes to issue 
encapsulated datagrams using their care-of 
addresses as the outer source IP addresses. Note 
that using the care-of address as the source IP 
address of the original datagram is typically a 
losing proposition, since the correspondent node 
is keeping track of its sessions by way of the 
mobile node’s home address, not its care-of 
address. 

The downside of this encapsulation approach 
is that IPv4 correspondent nodes are unlikely to 
be able to decapsulate such datagrams, so the 
mobile node has to find another likely target for 
the encapsulated datagrams, and there aren’t 
many commonly available today. One possible 
target would be the mobile node’s home agent, 
which is pretty much guaranteed to be able to 
perform decapsulation. Obviously, this intro- 
duces yet another inefficiency in the routing of 
datagrams from mobile nodes, and there is work 
actively in progress to try to find other solutions 
to this problem. 

An associated difficulty is the’problem of 
allowing the mobile node to send datagrams into 
its home domain. The border routers protecting 
the home domain are likely to disallow any data- 
grams that seem to have a source IP  address 
belonging to  an internal subnet of the home 
domain. This problem is probably amenable to 
solution by way of some protocol that informs 
the (probably specialized) border routers about 
those source IP addresses that are allowed to 
externally originate datagrams into the home 
domain. It is also feasible for border routers to 
encapsulate such datagrams for delivery to an 
enterprise home agent [29, 301. 

As a matter of administrative convenience, it 
is likely that the firewalls will be configured to 
allow all datagrams in as long as they are 
addressed to a home agent, protocol UDP, port 
434. This will at least enable Mobile IP to get 
the registrations in from the global Internet to 
the home agents. From the considerations in the 
previous paragraphs, it is also reasonable to  
expect that the local network administrator will 
demand a very high degree of reliability and 
code quality from the home agent. 

SIMULTANEOUS BINDINGS 
One  feature of Mobile I P  that  has not been 
stressed in this article is the use of multiple 
simultaneous registrations. The base specifica- 
tion permits a mobile node to register more than 
one care-of address a t  the same time, and to 
deregister a specific care-of addresses as neces- 
sary, by setting the S bit in the registration request 
message. When there is more than one care-of 
address active for a mobile node ,  the  home 
agent is instructed to send a duplicated encapsu- 
lated datagram to each care-of address. Presum- 
ably, then, the mobile node  will receive the 
decapsulated result at each of the several care-of 
addresses. 

This unusual behavior still does technically 
conform to router and host requirements for IP, 
because the IP specification allows duplicating of 
datagrams. There are times when such behavior is 
justified for certain classes of links. Moreover, it 
is easier from a network-layer protocol standpoint 
not to require that network nodes enforce any 
policy ensuring that datagrams are not duplicated. 
Removing duplicates is typically done by trans- 
port-layer or application-layer protocols whenever 
it makes a difference. In the case of Mobile IP, 
the original justification for simultaneous registra- 
tions was that many wireless links are error- 
prone, and certainly receiving noisy signals from 
multiple sources can often allow a target to recon- 
struct the original signal more accurately. 

Simultaneous registrations, while still holding 
promise for the improved handling of IP wireless 
connectivity, have not been available in any 
implementation known to the author. Thus, this 
optional feature should be considered a possible 
future benefit. The unavailability of simultane- 
ous registration is probably mostly due to  the 
slow dissemination of wireless local area network 
(LAN) technology into the marketplace, consid- 
ering that wireless connectivity was the motivat- 
ing factor for the inclusion of the feature in the 
first place. 

REGIONALIZED REGISTRATION 
The concern has been raised that, for highly 
mobile computers, too much traffic between the 
visited and home networks would be generated 
by the registration process. Given the current 
state of the protocol, several counterarguments 
can be made against that objection: 
*Unless route optimization is enabled, the 

normal traffic of encapsulated datagrams 
from the home agent will make the control 
traffic from the registration seem negligible. 

-The  Mobile IP specification technically 
allows registrations to be issued no more 
often than once per  second per  mobile 
node. That should not present too much 
network traffic. 
Thus, the problem of frequent registration is 

probably not terribly important until route opti- 
mization is more fully deployed. However, there 
are other factors that must be considered. First, 
with some diligent management of the local con- 
nectivity available to the mobile node and buffer- 
ing of datagrams that have to be delivered, one 
can get some of the benefit of smooth handoffs 
without implementing route optimization in the 
foreign agents (e.g., see [31]). 
. In fact, it is also possible to have a collection 
of foreign agents joined together in a multicast 
group, and then subsequently allow the mobile 
node to use the multicast IP address as its care- 
of address. In either case, work is necessary to 
cause each foreign agent to buffer each data- 
gram, at least momentarily, in case the mobile 
node decides to depart  the previous foreign 
agent from which the datagram was expected to 
be transmitted to the mobile node. Also, notably, 
any such approach requires new protocol to be 
operated by the foreign agents, and the schemes 
are really intended to only be used in a two-level 
hierarchy. It is an open question whether doing 
the buffering is better in conjunction with the 
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above mentioned methods or with route opti- 
mization techniques. 

Another alternative [32] establishes a hierar- 
chy of foreign agents, and advertises multiple 
foreign agents in the agent advertisement. Then 
registrations can he localized to the foreign 
agent that is the lowest common ancestor of the 
care-of addresses at the two points of attach- 
ment of interest. To enable this, the mobile node 
must figure out how high up the tree its new rcg- 
istration has to  go, and then arrange for  the 
transmission of the registration to each level of 
the hierarchy between itself and the closestcom- 
mon ancestor between its new and previous 
care-of addresses. 

Consider the illustration in Fig. 16. While i t  
was using the services of foreign agent FA7, the 
mobile node was receiving agent advertisements 
describing the hierarchical lineage FA?, F&, FA,, 
FA1, and had caused a registration, now special- 
ized for this purpose, to be transmitted to each of 
those foreign agents as well as its home agent. Its 
home agent believes the mobile node is located at 
care-of address FAI, foreign agent FAI believes 
the mobile node is located at foreign agent FA2, 
and so on, until foreign agent FA, actually knows 
the whereabouts of the mobile node. When the 
mobile node moves to foreign agent FA,, it only 
has to cause the new hierarchical registration to 
propagate as far as FA4. When the mobile node 
moves to foreign agent FA9, it receives advertise- 
ments indicating the lineage F b ,  F&, FA3, FA,. 
By comparing the previous and current lineage, 
the mobile node determines that it must cause 
the registration to propagate up the hierarchy to 
FA1, but the registration still does not have to 
reach the home agent. The home agent can, in 
this scenario, he considered the “ultimate” care-of 
address of the mobile node. Note also that, as a 
result of the differing views of the hierarchical 
agents about the mobile node’s care-of address, 
the original datagram must he relayed to a num- 
ber of intermediate nodes in the hierarchy; each 
is then charged with the responsibility of retun- 
neling the datagram if necessaly to the ncxt lower 
level of the hierarchy. 

SUMMARY 
In this article, we have explored most of the 

technical details of Mobile IP, an cxtension to 
IP that allows mobile nodes to roam transpar- 
ently from place to place within the Intcrnct, 
usually with no discernible disruption of ser- 
vice. Mobile IP affects the routing of datagrams 
within the Internet by effectively allowing the 
home agent to create a tunnel, using cncapsula- 
tion, between the mobile node’s home network 
and whatever care-of address happens to identi- 
fy its current point of attachment. The adver- 
tisement and registration protocols  a rc  
described in detail, and variations on the tun- 
neling protocols shown. 

Tunneling from the home agent introduces 
additional routing links into the communication 
paths between mobile nodes and their corre- 
spondent nodes. This suboptimal routing can he 
cured, with the cooperation of the correspon- 
dent nodes, by allowing the dissemination of 
binding updates to each active correspondent 

- 

MH@FA, b 

0 FIGURE 16. Hierarchical ioreign agents 

using the route optimization protocols. Binding 
updates allow the correspondents to tunnel data- 
grams directly to the mobile node’s care-of  
address instead of relying on the home agent for 
this function. With virtually the same route opti- 
mization techniques, foreign agents can cooper- 
a t e  with the mobile node to  effect smooth 
handoffs, being careful not to  drop any data- 
grams even when the mobile node has moved 
away from the care-of address receiving the 
datagrams. 

Mobile IP and route optimization both must 
he subject to rigid requirements for authentica- 
tion of the claimed care-of addresses, because 
otherwisc malicious hosts could disrupt or com- 
pletely usurp communications with the mobile 
node. These new requirements have fostered the 
inclusion of simple yet relatively new tcchniqucs 
into these protocols to ensure that the care-of 
address information has been sent by an autho- 
rized entity. 

Aspects of the standardization process within 
the IETF, which have had a major impact on the 
development of Mobile IP, have been described. 
Finally, we describe some areas of current and 
supplemental interest related to Mobile IP. The 
problems facing Mobile IP in the realm of secure 
cnterprisc computing are dctailed, especially 
regarding ingress filtering and firewalls. Mobility 
support for lPv6 is outlined in its gross aspect. 
The possible future benefits of simultaneous reg- 
istrations are briefly explained, and several ways 
to localize rcgistration rcqucsts arc described. 

FINAL WORDS 
We hope this brief introduction to Mobile IP 

will engender interest in thc solution to  the 
remaining problems that continue to challenge 
deployment of the protocol, particularly in the 
areas involving existing enterprise security facili- 
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ties using firewalls and recent packet filtering 
techniques. Participation in the Mobile IP mail- 
ing list is encouraged; the mailing list can be 
joined by sending mail to majordomo@Small- 
works.com, including the line "subscribe mobile- 
ip" in the body of the message. One can keep up 
with general events within the IETF by selecting 
the appropriate links on the Web page 
http://wwy.ietf.org. The author will also gladly 
answer electronic mail sent to cpe rk inse  
corp.sun.com. Acknowledgment is due to Vipul 
Gupta, without whom this article could never 
have been finished even in the time it took to do 
s6, and to the many people who have contribut- 
ed greatly to the effort of producing and improv- 
ing the Mobile IP specifications. 
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