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Abstract—The design of survivable mesh based communication
networks has received considerable attention in recent years.
One task is to route backup paths and allocate spare capacity
in the network to guarantee seamless communications services
survivable to a set of failure scenarios. This is a complex multi-con-
straint optimization problem, called the spare capacity allocation
(SCA) problem. This paper unravels the SCA problem structure
using a matrix-based model, and develops a fast and efficient
approximation algorithm, termed successive survivable routing
(SSR). First, per-flow spare capacity sharing is captured by a
spare provision matrix (SPM) method. The SPM matrix has a
dimension the number of failure scenarios by the number of links.
It is used by each demand to route the backup path and share
spare capacity with other backup paths. Next, based on a special
link metric calculated from SPM, SSR iteratively routes/updates
backup paths in order to minimize the cost of total spare capacity.
A backup path can be further updated as long as it is not carrying
any traffic. Furthermore, the SPM method and SSR algorithm are
generalized from protecting all single link failures to any arbitrary
link failures such as those generated by Shared Risk Link Groups
or all single node failures. Numerical results comparing several
SCA algorithms show that SSR has the best trade-off between
solution optimality and computation speed.

Index Terms—MPLS traffic engineering, multi-commodity flow,
network planning and optimization, network survivability, protec-
tion and restoration, spare capacity allocation, survivable routing.

I. INTRODUCTION

NETWORK survivability techniques have been proposed
to guarantee seamless communication services in the face

of network failures. Most of this work concentrates on various
backbone transport networks, such as SONET/SDH, ATM, and
WDM [1]. However, circuit-switched backbone networks are
being replaced or overlapped with packet-switched networks
which provide better manageability of bandwidth granularity
and connection type using MPLS or GMPLS. This architecture
migration has been significantly accelerated by the growth of
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the Internet. The increasing Internet traffic volume and its
flexible QoS have made traditional service requirements of cost-
effectiveness and survivability much more complex, especially
in protocol scalability and prompt bandwidth provisioning for
fluctuating traffic. Service survivability, as one of the critical
requirements for backbone traffic, has become a focus for fast
service provisioning. Therefore, it is of increasing importance
and necessity for network survivability to catch up with this
trend.

Traditionally, network survivability includes two compo-
nents, survivable network design and restoration schemes.
Survivable network design pre-plans the topology or virtual
layout as well as the spare capacity reservation on network
links for potential failures. The restoration scheme is in general
distributed and provides fault detection, signalling and routing
mechanisms to restore failed connections promptly. These
two components are complementary to each other and coop-
erate to achieve seamless services upon failures. On a given
two-connected mesh network, the spare capacity allocation
(SCA) problem is to decide how much spare capacity should
be reserved on links and where to route backup paths to protect
given working paths from a set of failure scenarios. It is usually
treated as a centralized problem.

The above network survivability framework with centralized
design and distributed restoration has been challenged recently.
Restoration schemes which allow distributed spare capacity
reservation have been introduced for RSVP-based IntServ [2],
and IP/MPLS [3], [4] recently. These schemes reserve shared
spare capacity for all backup paths according to the current
network status. Furthermore, they are fast enough to be used
in a distributed protocol to reduce the setup response time of
survivable service requests compared to slower centralized
shared protection path design algorithms. In these schemes,
while the network redundancy has been reduced to some degree
by sharing spare capacity, the results in this paper show that the
total spare capacity can be further reduced to near optimality
by using the successive survivable routing (SSR) algorithm
proposed here.

SSR routes backup paths sequentially by using shortest path
algorithm on a set of link costs. These costs are calculated from
a spare provision matrix (SPM) with complexity, where

is the number of network links and is the number of fail-
ures to be protected. The SPM matrix keeps the minimum infor-
mation which captures the essential structure of spare capacity
sharing in the SCA problem. SSR is suitable to protect not only
all single link failures, but also any arbitrary link failures, such
as the Shared Risk Link Group (SRLG) concept [5], [6]. Nu-
merical results on a set of sample networks comparing SSR with
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TABLE I
NOTATION

other SCA algorithms, show that SSR has a near optimal spare
capacity allocation with substantial advantages in computation
speed.

The remainder of this paper is organized as follows. Section II
gives a review on general network survivability techniques. Sec-
tion III introduces the spare provision matrix based model of
SCA. Section IV extends this model to directed networks and
considers protection from a set of arbitrary failures. Then, the
SSR algorithm is developed in Section V. Section VI gives the
results of a numerical comparison between SSR and other al-
gorithms for protecting single link failures. Section VII extends
the matrix model and gives SSR numerical results for protecting
all single node failures. Section VIII concludes the paper.

II. BACKGROUND AND RELATED WORK

A. Traditional Network Survivability Techniques

Traditional network survivability techniques have two as-
pects, survivable network design and network restoration [7].

Survivable network design refers to the incorporation of sur-
vivability strategies into the network design phase in order to
mitigate the impact of a set of specific failure scenarios. Spare
capacity allocation is the major component in dimensioning a
survivable network when the network topology and traffic de-
mand are given. It ensures enough spare capacity for all de-
mands on the physical or virtual network to recover from one
of the failure scenarios via traffic rerouting. In this paper, we
use a “traffic demand” same as a “flow”.

For example, given a mesh SONET/SDH network topology,
the demand with their traffic routed through given working path,
the problems are how much spare capacity should be provi-
sioned and where it should be located and shared by backup

TABLE II
ACRONYMS

Fig. 1. Example five-node network, links are indexed numerically and nodes
are indexed alphabetically.

paths in order for the network to tolerate a specified set of failure
scenarios (e.g., loss of any single link).

The term mesh does not imply that the network topology is a
full mesh, but rather that the network is at least two-connected
[8], [9]. The “two-connected” in this paper is equivalent to two-
edge-connected when considering single link failures. There
are at least two edge disjoint paths between any pair of
nodes. For protecting single node failures, it requires two-
node-connectivity.

Spare capacity sharing allows backup paths to share their ca-
pacity on their common links if their working paths are disjoint
from the protected failures. This enables the minimization of the
total spare capacity, but introduces a complicated combinatorial
structure.

Example 1 – Spare Capacity Sharing: In the five-node net-
work in Fig. 1, there are two working paths a-e and b-c (dashed
lines), with their backup paths a-b-e and b-e-c (dotted lines) re-
spectively. If single link failures are protected, the spare capacity
on link 4 (b-e) can be shared by these two backup paths.

In network restoration phase, traffic demands interrupted by
a failure are rerouted to their backup paths that have enough
spare capacity provisioned in the design phase. Compared
to dynamic fault-tolerant routing where no spare capacity is
pre-allocated before failure, pre-planning and reserving enough
spare capacity not only guarantees service restoration, but
also reduces the duration and range of the failure impact.
This is critical in backbone transport networks. In high speed
packet-switched networks, such guarantee is also very impor-
tant because the large backlog traffic accumulated during the
failure restoration phase might introduce significant congestion
[10], [11]. Pre-planning spare capacity can mitigate or even
avoid this congestion.

Therefore, the recent interest in survivable network design
has been concentrated on pre-planning cost-efficient spare ca-
pacity at a certain survivability level or restoration level. The
survivability level gauges the percentage of restorable network
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traffic upon a failure. In this paper, a 100% survivability level is
always used. The partial survivability level can be dealt by a set
of scale parameters on the backup path capacities.

The network redundancy is measured by the ratio of the total
spare capacity over the total working capacity. In mesh-type
networks, when working paths are the shortest hop paths, no
less than 100% redundancy could be achieved when backup
paths reserve dedicated bandwidth. However, the redundancy
can be reduced by sharing spare capacity reservations among
different backup paths. This scheme is called shared path
restoration scheme. In the share path restoration cases of this
paper, the redundancy can be as low as 35% to 70%.

A self healing ring (SHR) has 100% “redundancy” [12], [13].
This “redundancy” is allocated without the knowledge of traffic
demands. It is different from the above definition. Since the real
traffic on the ring might not take the shortest hop path, neither
working nor spare capacity might be minimized. From the per-
spective of utilization, ring will never be better than mesh.

A failure scenario includes all simultaneously failed links or
nodes that need to be protected. The failure scenarios where only
one link can fail at a time are considered in Section III. Next, this
assumption is then generalized to consider multiple arbitrary
failure scenarios. Each of them includes multiple links or nodes.
A concept, called shared risk link group (SRLG), supports the
restoration of multiple component failures [5], [6]. The SCA
problem for arbitrary failure addresses the design problem with
consideration of SRLG.

A node failure, as a special arbitrary failure, is discussed in
Section VII. Each node failure is transformed to include all
links adjacent to this node. In the SCA for node failures, some
demands with one-hop working paths will need link disjoint
backup ones. The considered failure scenarios should consider
all single link and node failures. In addition, a demand has
to be protected from any single node failures excluding their
source/destination nodes. Consequently, various demands will
be resilient to different sets of failure scenarios.

Restoration schemes can be classified as either link restora-
tion or path restoration according to the initialization locations
of the rerouting process. In link restoration, the nodes adja-
cent to a failed link are responsible for rerouting all affected
traffic demands. Thus it only patches around the failed link in
original paths. In contrast, in path restoration, the end nodes
whose traffic demands are traversing the failed link initiate
the rerouting process. When the reserved spare capacity can
be shared among different backup paths, it is called shared
path/link restoration. In general, path restoration requires less
total spare capacity reservation than link restoration scheme
[14].

The selection of backup paths in path restoration can be
failure-dependent (FD) when different failures are protected by
different backup paths. Hence, the failure response depends on
which failure scenario happens. On the contrary, a failure-in-
dependent (FID) path restoration scheme requires only one
backup path to be failure-disjoint from the working path. The
restoration does not need the knowledge of failure as long
as this failure has been predicted and protected. These two
schemes are also called the state-dependent and the state-in-
dependent path restoration in [15], [16]. The requirement of

failure-disjoint guarantees backup and working paths will not
be disrupted simultaneously by any single failure. For single
link failures, the scheme is also called path restoration with
link-disjoint routes. This failure-independent scheme requires
less signaling support and is easier to implement at the trade-off
of possibly more spare capacity than failure-dependent path
restoration. An example for this scheme on an MPLS network
is using a single backup Label Switched Path (LSP) to protect
a working LSP and sharing reservation among different backup
LSP’s. Another MPLS implementation is using secondary
explicit route (ER) of an LSP to protect its primary ER and
subscribe enough TE bandwidth to be shared by secondary
ER’s. This paper concentrates on the failure-independent path
restoration scheme. The extension for the failure-dependent
scheme is in [17], [18].

A problem that arises in the failure-independent path restora-
tion scheme is the existence of trap topology [19], [20]. In a trap
topology, the working path may block all possible link-disjoint
backup paths although the network topology is two-connected.
For example on Network 6 in Fig. 11, when the traffic demand
between nodes 13 and 15 has a working path routed via nodes
1 and 22, this path does not have any link-disjoint backup path
available, although the network is two-connected.

There are two ways to avoid this dilemma. One way is to se-
lect multiple partially link-disjoint backup paths to protect dif-
ferent segments of the working path. However, the resulting
path restoration scheme changes to be failure-dependent. The
other way is to modify the working path to render a link-dis-
joint backup path possible. It is equivalent to routing working
and backup paths interactively. The augmenting path algorithm
for the max-flow problem [21] can be modified to serve this
purpose. It routes each flow on a modified network with the
same topology where all links have one-unit capacity and the
traffic demand asks for two units. The algorithm can find two
link-disjoint paths. The shorter one is for working and the other
is for backup. Although this method introduces longer working
paths, it is an effective method to keep failure-independent path
restoration feasible. Thanks to the rare occurrence of the trap
topology [19], the increased length on working path is negli-
gible for overall network capacity. A similar trap topology issue
for single node failures has been solved through a node split
process [22]. Related modifications are discussed for various
purposes [23]–[25]. For trap topology issues of arbitrary fail-
ures, some special cases have been discussed in [24]. Although
several practical methods are available [26], [27], no general
fast algorithm exists to assure the complete avoidance of this
dilemma. It is a topic under study.

A closely related topic for the trap topology is the surviv-
able topology design problems [28]. Great interests have been
seen in multi-layer topology design and multicast tree protec-
tion recently. A logical topology design in multi-layer networks
is modeled as an integer programming problem in [29]. It is gen-
eralized for arbitrary failures and represented in a matrix model
in [17]. They considered the failure propagation effect where
one lower layer failure will affect multiple upper layer failures
in multi-layer networks. This topic has been discussed earlier in
[30]–[32]. An algorithm to design redundant trees for single link
failures is introduced in [33]. These results provide preliminary
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foundations of spare capacity allocation for multicast traffic and
on multi-layer networks.

B. SCA Algorithms

Previous research on spare capacity allocation of mesh-type
networks adopts the problem context above and uses either
mathematical programming techniques or heuristics to deter-
mine the spare capacity allocation as well as backup paths
for all traffic demands. Multi-commodity flow models have
been widely used to formulate spare capacity allocation prob-
lems in different networks like SONET/SDH [34]–[38], ATM
[15], [37], WDM [39], [40], and IP/MPLS [41]. However, the
resulting Integer Programming (InP) formulation was know
as NP-Hard [3], [15], [37]. We further prove that SCA is
NP-Complete in [17]. Due to the rapid increase of the solution
space size with the network size, the optimal solution become
unsolvable in polynomial time in many realistic networks. Thus
fast heuristic methods are needed.

Relaxation methods are widely used to approximate InP
solutions. Herzberg et al. [34] formulate a linear programming
(LP) model and treat spare capacity as continuous variables. A
rounding process is used afterward to obtain the final integer
spare capacity solution which might not be feasible. They use
hop-limited restoration routes to scale their LP problem. This
technique is also used to input candidate paths into InP formu-
lation when Branch and Bound (BB) is employed for searching
the near optimal solution [35], [37]. Lagrangian relaxation with
subgradient optimization is used by Medhi and Tipper [42].
The Lagrangian relaxation usually simplifies a hard original
problem by dualizing the primal problem and decomposing
its dual problem into multiple sub-problems easier to solve.
Subgradient optimization is used to iteratively derive solutions
between the primal and dual problems until the solution gap
converges.

Genetic Algorithm (GA) based methods have been proposed
for SCA as well [38], [42]–[44]. GA evolves the current popula-
tion of “good solutions” toward the optimality by using carefully
designed crossover and mutation operators. One advantage of
GA approach is the ability to incorporate nonlinear functions
into the algorithm, such as modular link cost. Additionally,
the computation time can be easily controlled allowing the ap-
proach to scale to large networks. There are many other heuristic
methods reported in the last decade, including Tabu Search
[45], Simulated Annealing (SA) [39], Spare Link Placement
Algorithm (SLPA) [37], Iterated Cutsets InP-based Heuristics
(ICH) [46], Max-Latching Heuristics [37], Subset relaxation
[47], and the column generation method [48]. Several reviews
are given in [1], [33], [37].

All of the above methods are still in the pre-planning phase
which can only be implemented centrally. A distributed scheme,
Resource aggregation for fault tolerance (RAFT), is proposed
by Dovrolis [2] for IntServ services using the resource ReSer-
Vation Protocol (RSVP) [49]. Another routing based heuristic
is given to pre-plan virtual connections on ATM networks in
[15]. Each flow will route its backup path(s) individually. The
link metric used in the routing algorithm is a heuristic value
which has not considered the chance of sharing spare capacity.
Two dynamic routing schemes with restoration, called Sharing

with Partial routing Information (SPI) and Sharing with Com-
plete routing Information (SCI) were introduced in [3]. In SPI,
backup paths are routed by the shortest path algorithm while the
spare resource reduction is approximated by using a heuristic
link cost function. SPI is simple and fast, but as shown in our
numerical results, the redundancy that SPI achieves is not very
close to the optimal solutions. The SCI scheme is similar to
the survivable routing (SR) scheme in this paper. However, it
is claimed that the per-flow based information is necessary for
SCI, unlike the SR scheme here.

Recently, implementations of shared path protection scheme
have been seen in [50] and [51].

C. SCA Structure

The structure of the SCA problem has been investigated
along with the algorithm discoveries. The max-latching hy-
pothesis was introduced in [37] and [52] to speed up the
heuristic for spare capacity design with span restoration. The
span restoration is used in SONET/SDH networks to recover
any single span failure. It is equivalent to the link restoration
in this paper. A square matrix structure is first introduced with
elements given the spare capacity requirement on one span
when the other span fails. It is also called the forcer relationship
since a span was forced to provide enough spare capacity due
to multiple other span failures. This concept is further used in
[53] to solve the express route planning problem in span (link)
restorable networks. The breakpoint to reduce the total spare
capacity is to break these “forcer” links and reroute the flows
over them. The relationship focused on pair-wise link rela-
tionships in link restoration. The matrix method in this paper
extends this concept to consider the spare capacity sharing
relationship among different demands using path restoration.
The channel dependency graph in [54] shows the dependency
relations between links on working and backup paths in a dual
graph. It provides an important hint for the SCA structure.

The fault management table (FMT) method is the building
structure in the resource aggregation fault tolerant (RAFT)
scheme [2]. It provides a local data matrix to store the spare
capacity sharing information among different flows. It is very
difficult to share the FMT information globally since it is
per-flow based and hence, not scalable with the network size
and the number of flows. An equivalent mathematical formu-
lation of FMT is given in [42].

A two-dimensional array between failed links and links with
spare capacity is used by Cwilich et al. to build a routing based
algorithm called “LOCAL” [55]. The method of finding spare
capacity is also specified using this array. Then, the LOCAL al-
gorithm uses part of the information to build routing metrics to
route backup paths. Recently, similar two-dimensional relation-
ships have also been used for several routing based algorithms in
[3], [4], [56]–[58]. These papers still concentrate on single link
failures. The spare capacity sharing structure for general failure
cases is given in this paper.

III. A SPARE PROVISION MATRIX BASED SCA MODEL

In this section, the spare capacity allocation (SCA)
problem is targeted to protect any single link failure using
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failure-independent (FID) path restoration. It is also called path
restoration with link-disjoint routes, where a backup path is
always link-disjoint from its working path. The SCA objective
here is to minimize the total spare capacity when all traffic
demands require a 100% survivability or restoration level.

A network is represented by an undirected graph with
nodes, links and flows. The physical link capacity is as-
sumed unlimited in this paper. This assumption simplifies the
SCA problem and allow us to concentrate on its essential char-
acters. Note that the model and algorithm can be generalized
to incorporate capacitated links by adding constraints or using
nonlinear link cost functions.

A set of matrix-based definitions and an optimization model
are given first. An example is shown in Figs. 1 and 2.

A flow , is specified by its origin/destination
node pair ( , ) and bandwidth . Working and backup
paths of flow are represented by two 1 binary row vectors

and respectively. The -th element in one
of the vectors equals to one if and only if (iff) the corresponding
path uses link . The path link incidence matrices for working
and backup paths are the stacks of these row vectors, forming
two matrices and respectively. Let

denote the diagonal matrix representing
the bandwidth units of all flows. Note that if the protection level
of flows is under/above 100%, the elements in can be ad-
justed by a set of scale parameters to reserve partial/additional
spare capacities on backup paths.

The undirected network topology is represented by the node
link incidence matrix where if and
only if node is the origin or destination of link . The flow
node matrix is , where iff
or . In undirected networks, both and are binary
matrices. In directed networks used in the next section, they are
generalized to use “ ” to mark the destination node of a link
or a flow, same as the notations in the graph theory [8], [9].

We let denote the spare provision matrix
whose elements are the minimum spare capacity required
on link when link fails. Note that when protecting
all single link failures. Given the backup paths , demand band-
width matrix , and working path , the spare provision ma-
trix can be determined as in (3). The minimum spare capacity
required on each link is denoted by the column vector

which is found in (2). The function in (2) asserts
that an element in is equal to the maximum element in the
corresponding row of . It is equivalent to in this opti-
mization model, where the operator between a column vector

and a matrix guarantees that any element in is always not
less than any elements in the corresponding row of . In this
way, the minimum spare capacity on a link is always greater
than or equal to the maximum spare capacity required by any
single link failure.

Let denote the cost function of spare capacity on link .
is a column vector of these cost functions and

gives the cost vector of the spare capacities on all links.
The total cost of spare capacity on the network is , where

is unit column vector of size . For simplicity, in this section,
we assume all cost functions are identity functions. Then the ob-
jective of SCA is reduced to minimize the total spare capacity in

Fig. 2. SCA structure for failure-independent path restoration on the five-node
network in Fig. 1.

(1). Given the notation and definitions (summarized in Table I
and Table II), the spare capacity allocation problem can be for-
mulated as follows.

(1)

(2)

(3)

(4)

(5)

(6)

The objective function in (1) is to minimize the total spare
capacity by selection of the backup paths and spare capacity
allocation. Constraints (2) and (3) calculate the spare capacity
vector and the spare provision matrix . Constraint (4) guar-
antees that each backup path is link-disjoint from its working
path. Flow conservation constraint (5) guarantees that backup
paths given in are feasible paths of flows in an undirected
network. This type of constraint is also called the mass balance
constraint [21]. Only source and destination nodes of a flow have
nonzero traffic accumulation, while its intermediate nodes only
allow traffic passing.

The above optimization model in (1)–(6) is an arc-flow multi-
commodity flow model. It is NP-complete [17]. Compared with
the path-flow formulations in [35], [42], this arc-flow model
needs additional constraints to find feasible backup paths, but
pre-calculated backup path sets are not necessary. These differ-
ences make it solvable using iterative backup path routing.

Example 2 – Matrix Method: In the five-node undirected net-
work in Fig. 1, the network load is a full mesh of symmetrical
unit-bandwidth traffic demands. Their indices, source and des-
tination node are listed in the left bottom table in Fig. 2. Their
bandwidth matrix forms where is the identity matrix
of size . Shortest hop routes are used for the working paths .
We consider the case of any single link failure. Currently, the
backup paths are assumed found in . The spare provision ma-
trix is given as . These matrices are shown in Fig. 2.
Their indexing variables, link , failed link , and flow , are or-
dered as given in the top left corner of the figure.
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First let us revisit Example 1, two flows with working/backup
paths, a-e/a-b-e and b-c/b-e-c, are recorded in the rows 4 and 5
of and . One unit spare capacity on link 4 is shared by the
two backup paths, as shown by the elements “ 1 ” for and

in , as marked in bold font. Moreover, we can find that two
more backup paths can share this unit of spare capacity. They are
flow 1 (a-b/a-e-b) and flow 9 (c-e/c-b-e). These spare capacity
sharing is clearly captured by and .

Furthermore, the total spare capacity reservation is given by
the summation of all elements in vector as .
The element of equals to “ ”, listed in seventh column
and the fifth row from the bottom, marked by an underline. It
presents the spare capacity required on link 5 when link 7 fails.
In this case, flow 3 and 10 will be affected as shown by “ ” in
column 7 of . The backup paths of flow 3 and 10 both use link
5 as shown in the fifth column of . Then the total bandwidth
of these two flows is the required bandwidth in .

IV. MODEL FOR ARBITRARY FAILURES AND LINK COST

In this section, we generalize the matrix SCA model to protect
any arbitrary failures. An arbitrary failure scenario includes all
simultaneously failed links or nodes that need to be protected.
For a failed node, all its adjacent links are marked as fail instead.

We characterize failure scenarios in a binary matrix
. The row vector in is for failure

scenario and its element equals one iff link fails in sce-
nario . In this way, each failure scenario includes a set of links
that will fail simultaneously in this scenario. We also denote a
flow failure incidence matrix ,
where iff flow will be affected by failure , and

otherwise. A flow tabu-link matrix
has iff the backup path of flow could not use link ,
and otherwise. We can find and given and
as shown in (7) and (8) respectively. Note that, a binary matrix
multiplication operation “ ” is used in these two equations. It
modifies the general addition in to Boolean addition
in [59]. Using this binary operator, the complicated
logical relations among link, path and failure scenarios are sim-
plified into two matrix operations.

(7)

(8)

The spare provision matrix is given in (11).
Its element gives the minimum spare capacity required on
link when failure happens. The minimum spare capacities
required on links are given by the column vector
in (10), which is equivalent as (2) as explained earlier.

Let denote the link cost function of spare capacity on
link . is a column vector of link costs.
The total cost of spare capacity is where is a column
vector of all ones. Given the other notation and definitions (sum-
marized in Table I and Table II), the spare capacity allocation
problem on a directed network to protect arbitrary failures is
formulated as follows.

(9)

(10)

Fig. 3. SCA structure for protecting arbitrary failures.

(11)

(12)

(13)

(14)

The objective function in (9) is to minimize the total cost of
spare capacity by selection of the backup paths and spare ca-
pacity allocation. Note this formulation allows the use of re-
alistic nonlinear link cost functions. Constraints (10) and (11)
calculate and . Constraint (12) guarantees that backup paths
will not use any link which might fail simultaneously with their
working paths. Flow conservation constraint (13) guarantees
that backup paths given in are feasible paths of flows in a
directed network. This constraint is different from (5) for undi-
rected networks, because the node link matrix and flow node
matrix are not binary matrices anymore. The topology is
given by the node-link incidence matrix where

or if and only if node is the origin or destination
node of link . is the flow node incidence ma-
trix where or iff or . can
be further separated by two binary matrices and to in-
dicate the source and destination nodes respectively:
( ) iff ( ). It gives .
These two binary matrices will be used in Section VII for node
failures.

The above matrix-based SCA model for protecting any arbi-
trary failure scenarios, has the problem structure illustrated in
Fig. 3. Pre-calculated flow failure incidence matrix , instead
of working path matrix , is used to calculate spare provision
matrix in (11).

In the discussion above, the spare provision matrix plays
a critical role in the SCA problem. Another way to compute

is through the aggregation of per-flow based information of
working and backup paths. First, the contribution of a single
traffic demand to is given by in (15),
where and are the th row vectors in and . The spare
provision matrix , thus, is calculated in (16). This structure is
sketched in Fig. 3.

(15)

(16)

Using above matrices, per-flow based information in is re-
placed by as the stored network state information for spare
capacity sharing. The space complexity is reduced from
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to and it is independent of the number of flows .
This improves the scalability of the spare capacity sharing and
makes it possible for distributed implementation. Moreover, this
spare provision matrix has other good properties, such as pri-
vacy and transparency among traffic demands, in an open net-
work environment.

V. SUCCESSIVE SURVIVABLE ROUTING

The successive survivable routing (SSR) algorithm is a
heuristic algorithm to solve the SCA problem. In the SCA
problem, the working paths are given. The backup paths need
to be found to protect their working paths. The spare capacity
reserved by these backup paths are shared in order to minimize
the total cost of the spare capacity.

Under this problem definition, SSR solves the original
multi-commodity flow problem by partitioning it into a se-
quence of single flow problems. Using a random order of flows,
SSR finds backup paths one by one. Since different random
orders might produce different solutions, the best results among
multiple cases with different random orders will be selected as
the approximation solution of the optimization problem. For
each flow within a random case, SSR routes its backup path
using shortest path algorithm, with a set of special link metrics
that are calculated as the cost of incremental spare capacity.

In Fig. 4, a flow chart of the SSR implementation at the source
node of a flow is given.

Step 1 initiates SSR for flow with its working path and
the failure matrix . Then, and , which are the rows for
flow in and , are calculated in (7) and (8).

Step 2 periodically collects current network state informa-
tion. These information includes the spare provision matrix .
Such state information is critical to find a backup path for flow

which can minimize the total additional spare capacity over
the network. The update period of should be long enough to
guarantee the stability of the algorithm. The discussion of how
to keep synchronized is discussed after we finish the intro-
duction of the SSR algorithm.

In Step 3, the vector of link metrics used for the shortest
path algorithm is first calculated as follows:

(a) Given , and for current flow , let
and be the spare provision matrix and
the link spare capacity vector after current backup path
is removed.

(b) Let denote an alternative backup path for flow
, and . Then, this new path

produces a new spare capacity reservation vector
.

(c) Let , which assumes the backup path is using
all nontabu links. Then, we can find the vector of link
metrics for flow as

(17)

where is the binary flow tabu-link vector of flow . The
element is the cost of the incremental spare capacity
on link if this link is used on the backup path.

Fig. 4. SSR Flow chart at the source node of flow r.

After given the vector of link metrics, Step 4 first excludes all
the tabu links marked in , then uses a shortest path algorithm
with link metrics to find an updated backup path .

In Step 5, the original backup path is replaced by the new
path when it has a lower path cost based on the link metrics

:

Then the spare provision matrix and the spare capacity vector
are updated to reflect this change accordingly.
Since the backup path and its spare capacity are not used un-

less a failure happens, it is possible to modify current backup
paths as well as the reserved spare capacity. This will reduce
the total cost of spare capacity according to the changing traffic
requirements and network states. An example of this approach
is the make-before-break concept, proposed in IETF RFC 3209
[60]. In the off-line centralized implementation, the tear-down
and setup of the backup paths might be postponed until the final
backup paths are determined.

The objective here is not only to route an eligible backup path,
but also to minimum total cost and eventually pre-plan spare
capacity and provision survivable services. Hence, we call this
backup path finding process survivable routing (SR).

After Step 5, SSR will continue to Step 2 to start the next
backup path update for another flow.

This iterative process keeps improving the total cost of spare
capacity. Thus the algorithm is called successive survivable
routing (SSR).

A termination condition after Step 5 can be added as an option
to decide whether to stop the algorithm. If there is no backup
path update or a threshold number of backup path updates is
reached, the algorithm will stop. Otherwise, The algorithm con-
tinues to update backup paths for the changing network status.
Because the above iteration keeps reducing the objective func-
tion, SSR can converges quickly on a stable network. This fast
convergence has been shown in the numerical results next.

Example 3 – Find a Backup Path in SSR: The Example 2 in
Fig. 1 is used here to illustrate how a backup path is found to
protect single link failures. The objective is to minimize total
spare capacity. The current network already has 10 flows. Their
working and backup paths are shown in Fig. 2. The current spare
provision matrix is also shown in Fig. 5.

Assume a new flow 11 from node a to b requires one unit de-
mand. The shortest hop path a-b is the working path. To protect
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Fig. 5. Find a backup path of flow 11 using successive survivable routing algorithm on the five-node network in Figs. 1 and 2.

single link failures, we have in Step 1. In Step
2, we assume current for 10 flows is shown in Fig. 2. Since
flow 11 does not have a backup path, Step 3(a) is omitted. Next,
a “fake” backup path vector is used to generate the vector

in Step 3(b) and 3(c). The difference between a pair of cor-
responding elements of and shows the additional spare ca-
pacity required if this link is used in the backup path. records
this difference. In this case, it is called the incremental spare
capacity vector.

In Step 4, the objective to minimize total spare capacity on the
network has been partitioned to minimization of the additional
spare capacity used for each backup path. We need to find a
path which requires minimum additional spare capacity. Hence,
elements in are used as the link metrics in the shortest path
algorithm to find a new backup path. In addition, the tabu links
of this flow is removed. Then the new backup path vector
is found on link 2-6-3, or nodes a-e-c-b. This backup path is not
the shortest hop path. However, it requires minimum additional
spare capacity, i.e., one unit. This helps to minimize total spare
capacity through spare capacity sharing. A new spare provision
matrix and a new spare capacity vector are updated
in Step 5. They will be used to find or update other backup paths.

Synchronization of the Spare Provision Matrix

Keeping up-to-date is important for the efficiency of a dis-
tributed protocol as introduced in Step 2. There are two methods
for collecting over the network.

The first one is link based. The -th row vector of , , is
given in (18), is the -th column vector in the backup path
matrix . It is stored at the source node , of link .
It represents the required spare capacities for different failure
scenarios on this link. The maximum element of this vector is
the required spare capacity . This operation requires
the working path information to be included in its backup path
reservation.

(18)

Once all these row vectors are up-to-date, a source node will
collect all the row vectors in a vector set , and
exchange it with other nodes through an information synchro-
nization process as those in link state routing protocols. Each
advertised packet will have a size of at most . In this
way, the spare provision matrix can be distributively calcu-
lated over the network.

The second method is node based. Since a node has the
working and backup path information of all flows it originated,
it is easy to find a partial spare provision matrix to in-
clude all the contributions of its originated flows
as given in (19). Then this node disseminates this parial infor-
mation through information advertisement packets. Com-
pared to the above link-based method, though the node-based
method increases the size of link state packets from to

, it does not require to include working paths with their
backup path reservations. Hence it uses less signaling support.

(19)

Both methods can synchronize the spare provision matrix
at the size of . The per-flow based path information is not
required to be stored for backup path routing and spare capacity
reservation. This improves the scalability and suitable for a dis-
tributed implementation of SSR.

Although keeping synchronized takes time, it is not a crit-
ical drawback for the pre-planning of spare capacity in SSR.
First, if SSR is used as a centralize algorithm, then state informa-
tion synchronization is not required. Secondly, in a distributed
implementation, the time scales of backup path provisioning and
cost reduction of spare capacity are different. Backup paths are
used for protection instead of carrying traffic. It is necessary for
backup paths to be provided quickly, but the global spare ca-
pacity is only required to be reduced in a relatively longer time
scale. Each flow can find a backup path first, then update it later
to reduce the total cost of spare capacity. Note that longer timing
requirement will further alleviate the scalability problem of the
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Fig. 6. Network 1 (N = 10, L = 22).

Fig. 7. Network 2 (N = 12, L = 25).

Fig. 8. Network 3 (N = 13, L = 23).

Fig. 9. Network 4 (N = 17, L = 31).

above state information synchronization process. This topic is
important and requires further study [61].

VI. NUMERICAL RESULTS FOR LINK FAILURES

Eight network topologies shown in Figs. 6–13 are used
to assess the proposed SSR algorithm. The networks have
average node degrees ranged from 2.31 to 4.4 as given in
Table III. Without loss of generality, we assume symmetrical
traffic demands between any node pairs. All flows have one
unit bandwidth demand, i.e., . For
Network 3 and 5, We also provide results when demands are

Fig. 10. Network 5 (N = 18, L = 27).

Fig. 11. Network 6 (N = 23, L = 33).

Fig. 12. Network 7 (N = 26, L = 30).

Fig. 13. Network 8 (N = 50, L = 82).

varied between one and five units in cases 3b and 5b. The
objective of SCA is to minimize the total spare capacity as
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TABLE III
NETWORK INFORMATION

Fig. 14. Comparison of redundancy � = S=W over networks for single link failures. The error bars on SSR, SR and SPI give the ranges of 64 results from
random flow sequences.

shown in (1). These assumptions are selected for the ease of
comparison among networks.

The total spare capacities and their total CPU times are given
in Table IV. The network redundancies are plotted in Fig. 14. For
Network 3, the redundancy versus time is plotted in Fig. 15 as
an example to show the trade-off between time and optimality
of SSR solutions. We conclude our results as follows.

SSR Finds Near Optimal Solutions The achieved redundan-
cies from all algorithms can be roughly ordered as:

The optimal solutions are given by Branch and Bound (BB) and
lower-bounded by Linear Programming relaxation (LP). Their
gaps are very narrow. Simulated Annealing (SA) provides good
approximation to the optimal solutions with a longer execution
time. At the other extreme, NS does not provide spare capacity
sharing. Consequently it gives the highest redundancies, which
is above 100%. There are small gaps in redundancies between
BB and SSR. They are less than 4%. Hence, SSR has achieved
solutions very close to optimal ones.

SSR is Fast and Scales The computation times for these al-
gorithms are significantly different. BB takes tens of minutes to
hours and it cannot scale to larger networks, such as Network 8.
SA is faster in speed than BB, but it still needs parameter tuning

Fig. 15. Comparison of redundancy � = S=W versus CPU time of different
SCA algorithms for single link failures on Network 3.

and it takes minutes to converge. RAFT is very fast but its so-
lutions are far from optimal. SSR gives very good near-optimal
solutions for all networks in very short time. For the first seven
networks, SSR takes less than three seconds to find all 64 solu-
tions for one network. For Network 8, it takes about 3.2 minutes.

RAFT is Preferred to SPI RAFT and SPI find close solu-
tions. SPI requires on-line link metric calculation in backup path
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TABLE IV
NUMERICAL RESULTS FOR LINK FAILURES

routing, while RAFT is much simpler as it uses hop counts as
link metrics. Hence, a simpler algorithm, RAFT, is preferred.

Results are Network Topology Dependent The network
topology is an important factor for SCA. The sparser networks
tends to have higher redundancies and smaller differences
between SSR and BB results. On the other hand, the denser
networks can achieve lower network redundancy around 40%
where the difference between SSR and BB redundancies goes
up to 4%.

Flow Sequence in SSR is an Important Factor The maximum
and minimum redundancies in 64 different SSR random cases
provide ranges between 0.4% and 8.5%. This indicates that the
flow sequence to update backup paths is a critical factor for the
SSR algorithm. Although our preliminary study on the flow se-
quences based on bandwidth and/or hop count does not show
any significant effects yet [17], it might still be a topic for fu-
ture study.

SSR Converges Quickly In the first 7 networks, it takes each
flow less than 4 backup path iterations before SSR terminates.
In Network 8, this iteration number increases to 10. This con-
vergence speed is fast.

SR is Simple and Efficient SR achieves very good results –
only slightly worse than SSR. SR does not reroute backup routes
iteratively. This advantage might be more suitable for the dis-
tributed backup path routing.

In short, SSR is fast to achieve surprisingly good approxima-
tions to the optimal SCA solutions.

In fact, we can use the matrix method to explain why SSR
achieves such good results comparing to RAFT. RAFT routes
backup path through a minimum hop route. The corresponding

operation in matrix is to minimize the summation of its el-
ements since the working path is given. Consequently, mini-
mizing the summation of all elements in is the objective for
RAFT. This operation is equivalent to minimize a lower bound

of network redundancy , as given in (20). Apparently,
reducing the lower bound does not necessarily reduce the re-
dundancy itself.

(20)

On the other hand, SSR computes its solutions directly based
on a necessary condition of the optimal solution. In an optimal
solution, a backup path of a flow has the minimum incremental
cost comparing to other alternative backup paths. Otherwise, if
another backup path has lower incremental spare cost, we can
use it to replace the current optimal backup path to achieve a
even lower feasible solution. It is inconsistent with the opti-
mality of the original optimal solution.

This analysis might help to understand why the partial infor-
mation based schemes [3], [57] have less capacity efficiency.

In conclusion, SSR is a “greedy” search algorithm with spe-
cial designed “directions”(flow) and “steps”(incremental cost).
It partitions the original multi-commodity problem into mul-
tiple single-commodity subproblems and iteratively solves them
to get a good approximation solution. It has better chance in
finding better solutions than RAFT.

VII. NODE FAILURES

In SCA problem for node failures, flows with single-link
working paths require link disjoint backup paths. For this
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Fig. 16. Comparison of redundancy � = S=W in SCA for node failures.

TABLE V
NUMERICAL RESULTS FOR NODE FAILURES

reason, the failure scenarios here consider all single nodes and
links. The matrix , where is an identity
matrix of size to indicate all single link failures on undirected
network. In addition, each flow cannot avoid the failures of its
source or destination nodes. Such failures are removed from
the flow failure adjacent matrix in (21) in replacement of
(7). For this purpose, we introduce two matrices and
to indicate relations of flows and their source and destination
nodes respectively, where iff and iff

. The zero matrix is a square matrix of size .

(21)

Eight networks in Figs. 6–13 and the same experiment setups
in Section VI are used again for numerical experiments.

Several algorithms are compared on different networks. Nu-
merical results are summarized in Table V and their network

redundancies are drawn on Fig. 16. The total spare capacities
found by these algorithms can be sorted as:

. The ranges of redun-
dancies SSR found is still within 4% from the optimal solution
found by BB. Moreover, SSR is very fast comparing to other al-
gorithms like SR, SPI and RAFT. Since the CPU times for SSR,
SR and SPI are the summation of 64 independent running cases,
the time for a single case is lower than a few seconds. Hence,
these three algorithms also belong to fast algorithms as RAFT.

In Fig. 17, redundancies versus CPU times of these algo-
rithms on Network 6 is plotted as an example for the tradeoff.
SSR achieves good trade-off between optimality and solution
time. All these conclusions are very similar to those for pro-
tecting link failure in Section VI. These results demonstrate that
SSR algorithm is still a good approximation algorithm for the
node failure resilient spare capacity allocation problem.
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Fig. 17. Comparison of redundancy versus CPU time of different SCA
algorithms for node failures on Network 6.

VIII. SUMMARY

In this paper, the NP-complete spare capacity allocation
(SCA) problem using share path restoration is studied. The
complicated structure for spare capacity sharing among dif-
ferent backup paths is captured by a spare provision matrix.
This matrix aggregates per-flow based information and pro-
vides sufficient information for spare capacity sharing. Based
on the matrix model, the optimal SCA solution is approximated
by a fast and efficient algorithm, called successive survivable
routing (SSR). Both the matrix-based model and SSR algorithm
are also extended for the general cases which protect arbitrary
failure scenarios and use nonlinear link cost functions. The
numerical results shows that SSR is fast and finds near optimal
solutions.
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