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Abstract— This paper addresses the spare capacity allocation (SCA) Il. ARC-FLOW MODEL FOR NODE FAILURES
problem considering any single node failure in mesh networks. The SCA
node failure problem aims at finding backup routes and providing suffi- In this paper, the spare capacity allocation (SCA) problem

cient spare capacity to protect traffic when any single node fails in com- is formulated to protect against any single node failure. In
munication network. Here, we introduce our novel matrix formulation of hi . ider fail ind d h .
the arc-flow SCA node failure model. In this model, working paths are this section, \_Ne consi er. allure-indepen ent pat reStqrat'on
given before pre-planned backup paths are routed and reserved. Because (FID). All traffic flows require a 100% restoration for any given
bactup Pa”;]S can noé be guaranteed ifhgelneraL Sho”?sijpafhkfoming ﬁf failure scenario. It requires that all affected flows can be de-
working paths is used, we give a graph algorithm to find working pat . . . .
which has at least one node-disjoint backup path. We extend our recent toure_d_ to _thelr baCkuD paths UDO'_’] any _glven failure Scena_‘n_o'
approximation algorithm, successive survivable routing (SSR), to solve the Provisioning enough spare capacity on links is the prerequisite
above SCA model. Numerical comparison shows that SSR has the best condition to such traffic protection and restoration.
trade-off between solution optimality and computation speed. ; " .
_ _ _ _ Given a network topology and the working paths, the objec-
Keywords—spare capacity allocation, protection and restoration, net-  tive of SCA is to minimize the total cost of spare capacity on
work planning and optimization, network survivability . . .
network links. The decision variables are the backup paths and
the spare capacity reservation on links. A way to reduce the
total cost is sharing spare capacity on common links of backup
paths whose working paths are link-disjoint.

ETWORK survivability techniques have been proposed A ngtwork ,iS represented by_ a directgd graph]l\bf.nodes
IédL links with R flows. The link capacity is unlimited for

to guarantee seamless communication servicesinthefa% olicity of introduct d itated
of network failures. Traditionally they include two phases, surn€ simplicity of introduction and a treatment to capacitate

vivable network design and restoration scheme. They are coffgtWOrks can be generalized [1]. o o
plementary to each other and cooperate to achieve seamlesé flow 1 < r < Ris speqﬁed by its 0r|g|n/d§st|nat|on
service upon failures. Thepare capacity allocatiogSCA) node pair(o(r),d(r)) and traffic demandr.,.. Working and
problem is to decide how much spare capacity should be rBackup paths of flow are represented by twbx L binary
served on network links for given traffic flows and their workfOW vectorsp, = {p.} andq, = {g.}. Thel-th element
ing paths on two-connected mesh networks. Itis part of surviy these vectors equals to one if and only if the corresponding
able network design and is NP-complete [1]. Many researdpgth passes link Path-link incidence matrices for working
efforts on this issue has been done on SONET/SDH [2], [3ﬁnd backup paths of all rovys are the collections of these row
[4], [5], ATM [6], [7], [8], [9], WDM networks [10], [11], [12].  vectors, formingR x L matricesP = {p,i} andQ = {g,}
Recent issue on IP and MPLS networks are also given in [13fSPectively. Let = Diag({m,}rx1) denote the diagonal
[14], [15]. A detailed literature review on different spare calnatrix representing the demands of flows. Note that if the pro-

pacity allocation algorithms and restoration schemes is givdction levelis under 100%, the elementsliican be adjusted
in [16], [1]. to reserve partial spare capacities on back paths.

We characterizd( failure scenarios in by a binary matrix

I. INTRODUCTION

allocation problem to consider node failures on directed me ?.I{f’c}K“ :.Q%{f’“’];jK.:L' lThe row vectolrfk n l: 'Sd
networks. In this model, each flow has to find a node-disjoi Prl allful.reksgzin.?rl_ an |s.oelz€en|1ert1a‘{cl equais one 1t an
backup path in order to protect any single intermediate noddlly T Iink £ fails n scenarios. In this way, we can con-
failure along its working path. A graph algorithm is used toS|der scenarios W|th multiple IS|muItaneoust failed links. We
find a working path which has at least one node-disjoint backl.@SO deﬁnei\ fllo\{\f/ ];?'lure m"flﬁr'g[ :éuq}’éxg :f {.;L”’;]I;RXKA
path. Such a protectable working path can not be guarante Ber_eg”“th_ ! ?_\;IV " 'WII N 3 E;C.Ie Y ﬂ' ures, ant d
when it is found by shortest path routing due to trap topologies’* — otherwise. 'he singlé node fallure 1S, hence, capture
Next, we briefly introduce the successive survivable routin y an equivalent failure of all its adjacent links. Considering

(SSR) and use it to solve the SCA model. The numerical resu gde failures, each flow has to avoid its source and destina-

comparing several SCA algorithms shows that SSR can firﬂ?n nOdeS'tTh'ZImﬁd'f'C?'on IS :ﬁ avc|)|d qtzwanltettjh(_dlstractlons
near optimal solution in real time. rom unrestorable flows during the algorithm. In this way, we

introduce two matrice®° and D? to indicate the source and
destination nodes of a flow. These two nodes are excluded from
Supported by grants: NSF ANIR 9980516 and DARPA F30602-97-1-0257the failures considered for the corresponding flows.

In this paper, we first formulate an arc-flow spare capaci’t{g



TABLE Using the above notation in Table I, we formulate am-

NOTATION flowinteger programming model for SCA in (3)-(8).
N,L,R, K Numbers of node, link, flow & failure ) .
n,l,rk Indices of node, link, flow, and failure min e #(s) 3)

P ={p,} = {pn} Working path-link incidence matrix

Q = {q,} = {¢} Backup path-link incidence matrix st s= m;XG “)
M = Diag({m,}) Diagonal matrix of flow demands G=Q MU ®)
G = {g} Spare provision matrix T+Q<1 (6)
G" ={g.} Contribution of flowr to G QB =D 7)
s={si}rx1 Vector of spare capacity on links o
d(s) = {di(s1)} Lx1 Unit cost function of spare capacity Q : binary ®
W, S Total working, spare capacity The objective function in (3) is to minimize the total cost
n=_S/W Network redundancy of spare capacity on networks. Constraint (4) and (5) give the
o(r),d(r) Origin/destination nodes of flow method to calculate from Q. Note that constraint (5) can be
vy = {vp} Link metrics for flowr replaced by (9) and (10).
B{bu}nxz  Node-linkincidence matrix Constraint (6) guarantees that backup paths will not use any
D = {d.n}rxn Flow-node incidence matrix link which might fail simultaneously with their working paths.
D°, D* Binary incidence matrixes between For any single node failure, it assures backup paths are node-
flow and source node; or destination disjoint from their working paths.
node,D° — D* = D Flow conservation constraint (7) guarantees that backup
F = {fu}rxxr Binary failure link incidence matrix, paths given inQ are feasible paths. It is given in a matrix
fri = 1ifflink [ fails in failure k representation and is also called the mass balance constraint

U = {ust}rxx Binary flow-failure incidence matrix, in [17]. Only source and destination nodes have non-zero traf-
u.; = 1 iff failure & will affect flow  fic accumulation while all the intermediate nodes have zero
r’'s working path traffic accumulation. They are based on the properties of the

T = {tn}rxr Binary flow tabu-link matrixt,;, = 1  path-link incidence matrix in [18]. The topology is given by
iff link I should notbe usedonfloms  a node-link incidence matriB = (b,;) Nz Whereb,; = 1
backup path or —1 if and only if noden is the originor destination of link

I. D = (dyn)rxn IS the flow node incidence matrix where

d., = 1 or—1iff o(r) = nord(r) = n. In directed network,

both B and D are not binary matrices as those in undirected

network.

A flow tabu-link matrixT = {t,}rx1 = {u}rxL gives

t,; = 1 when the backup path of flowshould not use link, A , .
- ) ) i nother way to comput& is through aggregating per-flow
andt,; = 0 otherwise. Then we can finty andT" in (1) .based information of working and backup paths. This is the

and (2) respectl\_/ely. In c_)rder to capture _'09'0"’?' relatlons_ ! ey step on building our successive survivable routing algo-
above two equations, a binary matrix multiplication operatlopithm in Section IV. First, the contribution of a single traffic

“®" which modifies general additionl (+ 1 = 2) to boolean flow 1 to G is given byG” = {g7,} 1« in (9), whereu, and

addition { +1 = 1) is introduced. g, are the row vectors ity and@Q. The spare provision matrix
G, thus, is also given in (10).

U=AoF'-D°-D* 1)
G" =m,(qlu,), r=1,...,R 9
T-UGoF @) ( 2 ®)
The spare provision matrdxG' = {gi;} 1.k is given in (5). G=) G (10)
r=1

Its elementy;;, gives the minimum spare capacity required on
link I when failurek happens. Moreover, the minimum spare From above equations, per-flow based informatio®inQ
capacities required on links are given by the column vectds replaced byG as the stored network state information. The
s = {s;}x1 in (4). The “max” operation on a matrix returns space complexity is reduced frof(RL) to O(LK) and it is
a column vector, with each entry being the maximum of thindependent of the number of flows. This improves the scala-
corresponding row. In this way, the minimum spare capacitidslity of the spare capacity sharing operation and makes it pos-
on links are always enough to protect any failure. sible to be implemented distributively.

Let ¢;(s;) denote the link cost function of spare capacity on
link 1. ¢(s) = {¢1(s1)} L1 is a column vector of link costs. [1l. FIND A WORKING PATH WITH NODE-DISJOINT BACKUP
The total link cost on network i ¢(s), wheree is the unit In above model, working paths are given before backup
column vector of lengtii. paths are decided. The reason is because working paths are



used almost all the time and are much more important that
backup paths. In order to provide node-disjoint backup paths,
we have to guarantee that each working path has at least
one node-disjoint backup path on the given 2-node-connected 7
topology. This task is not trivial since working path found by 3. Remover link /. £,y — 1
general shortest path algorithms can not guarantee this prop- from G to form G '
erty and may benfeasiblefor SCA node failure problem.
Since the path costs of the backup and working paths are differ-
ent, the problem to find both optimal paths is an NP-complete
problem [19]. Hence, a graph algorithm to findfeasible
working path is given here.

| 1. GiveG and flowr |

¥
—>| 2. Findp, onG |

5. RemoveY link [, p,; = 1,

An example of infeasible working path is shown in Fig. 1. from G to form G5
The working path from node 8 to node 11 is 8-13-1-23-18-19- 7
4-11, where all the numbers between 8 and 11 are intermediate | 6. Split nodes omp, |
nodes on the path. This path has shortest hop but it does not v
have a node-disjoint backup path! Hence, before we start solv- | 7. Findp, onG3 |
ing the spare capacity allocation problem, we have to make v
sure every working path has at least one node-disjoint backup | 8. Merge nodes op, |
path. )

9. RemoveY trap link 1,
p,; = landp,, =1onG

Fig. 2. Flow chart of the SSR algorithm at the source node of flow
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Fig. 1. Network 6 with 23 nodes and 33 links, a path is from node 8 to 11 /

A similar problem, called trap topology, has been dis-
cussed by Dunn, Grover and MacGregor [20]. In a trap
topology, a working path may block all the possible link-
disjoint backup paths although the network topology is two-
link-connected. The problem to find a working path with link-in Step 7. Without Step 6 and 8, this algorithm degrades to
disjoint backup path can be solved by usauggmenting path the algorithm we used to find working path with link-disjoint
algorithm from [17] as we discussed in [16]. Unfortunately,backup path based on the augmenting path algorithm [16].
this algorithm can not be directly used to find working path Next, we concentrate on Step 6 and Step 8 to see how to
with node-disjoint backup path. split/merge intermediate nodes on the working path and why

The flow chart of our graph algorithmis given in Fig. 2. Thesuch operations can help us found working path with node-
algorithm finds a working path which has at least one nodalisjoint backups. Fig. 3 shows how to split an intermediate
disjoint backup path for flow on networkG which includeN  noden, on a working pathp,.. First, all links onp,. have been
nodes and. links. Step 2 finds a working paf). onG. Step 3 removed inG3 as marked in dotted links on the left half of the
removes all links which are adjacent to any intermediate nodégure. A mirror noden’ is added intoGs. It takes all out-
of p, to get a new networks,. Step 4 tries to find a path on bound links fromn,; except the one in the reverse direction of
G-. If such path is available, the original working pathhasa p,.. It also takes an inbound link in the reverse directiopof
node-disjoint backup path and the algorithm exits. Otherwisend adds a directed link t@,. The new networkG is shown
the algorithms continues on step 5 where a residual netwook the right half of Fig. 3. After all intermediate nodespn
G5 is generated by removing only directed links usegbbylf ~ have been divided, Step 7 routes a path represented by a path
we skip Step 6 and Step 8, Step 7 finds a secondary paify on link vectorp, in the new networlGs. Step 8 merges all mirror
Step 9 removes all the “trap links” fro and returns to Step nodes back to their original nodes with their links attachment
2. Atrap link is defined as a link which is on the working restored. The resulted path vectgrwill also be modified fol-
pathp, and its reversed direction linK is on pathp, found lowing the contraction of7;. After such node split/merge, the

Fig. 3. Split nodeny on patha, which includesn; — n2 — n3



new pathp, either (a) passes some tabu links which is on the
reversed direction gb,., or (b) does not crossing any interme-
diate nodes op,.. In case (a), the tabu links passedgaywill

be marked as trap links in Step 9 and be excluded ftoim
further working path routing. Case (b) should never happens
since otherwise a path, should be found earlier in Step 4.

Redundancy (%)

A
RAFT

80-  Fastresponse

. A
Worse solutions, ‘ Network 6

fast

I ! Near optimal
solutions, fast

ﬁi [ Better solutions, |
slow, not scalable
\ R

After Step 9, one or more trap links will be removed frém
and the algorithm return to Step 2 to find a new working path.
The iterations will be repeated until all trap links are removed
and a working path with at least one backup path is found. The
algorithm exits when Step 4 find a node-disjoint backup path.

Time (second)

Fig. 5. Comparison of redundancy versus CPU time of different SCA algo-

IV. SUCCESSIVE SURVIVABLE ROUTING rithms for node failures

The successive survivable routing (SSR) algorithm has been
introduced in [16], [21]. Each traffic flow first routes its work-
ing path then routes its backup path on its source (or destingheret,. is the binary flow tabu-link vector of flow. In the
tion) node. Here, we briefly provide formulas and give the SSRode failure case, its elemetns for the links adjacent to the in-
flow chart at the source node of flawnin Fig. 4. termediate nodes of the working path are marked by one.

Step 4 improves the backup path by using a shortest path
algorithm with link metricsv,.. In Step 5, if the backup path
is changed in Step 4, the spare capacity reservations along the

| 1. GivenF, p,., andd(r) |

— l path will be updated accordingly. After this step, the algorithm
| 2. Periodically updat€& |‘— returns to Step 2 to start next backup path update.
l The algorithm terminates when there is no backup path up-

| 3. Calculatev, from G | date and it reaches a local optimum.

l V. NUMERICAL RESULTS
| 4. Updateg,. by v, |

l

| 5. UpdateG, s from g,

Eight networks in [16] are summarized in the beginning of

Table Il and used for numerical experiments. Symmetrical traf-
l_ fic flows are loaded between all node pairs. All flows have one
unit bandwidth demand. This traffic demand pattern is given
for the ease of comparison.

Several algorithms are compared on different networks. For
network 6 shown in Fig. 1, we give the comparison of network
tination noded(r) and the failure matriF’. Thenu, andt,, redundancies versus CPU times of these algorithms in Fig. 5.
which are part ol andT in (1) and (2), are calculated. It shows that SSR is near optimal comparing to Branch_and

Step 2 periodically collects current network state informaBound (BB). The ranges of redundancies SSR found is within
tion andG. The per-flow based information is not required for#% from the optimal solution found by BB. Moreover, SSR
backup path routing and reservation. This makes SSR scalale/ery fast comparing to other algorithms like SR, SPI and
and suitable for a distributive implementation. RAFT as introduced in [16]. Since the CPU times for SSR, SR

In Step 3, a shortest path algorithm is used to find a back@d SP! are the summation of 64 independent running cases,
path. The vector of link metrics, are found based on the the time for a single case is lower than a second. Hence, these
following notation. GivenG, g, and G” for current flow three algorithms also belong to fast algorithms as RAFT.
r,let G- = G — G" ands~ = max(G~) be the spare _ All numerical results on eight networks are summarized in
provision matrix and the link spare capacity vector afjer Table Il and their netwg_rk redundancies are dravyn on Fig. 6.
is removed. Letg? denote an alternative backup path forThe total spare capacities found by these algorithms can be
flow r, andG™* (q*) = mrqiTur- Then, this new patiy* consluded as: Optimat B_B < SSR< $R<< SPI~ RAFT
produces a new spare capacity reservation veetdy) = < NS. SSR is a fast algorithm and achieves near optimal solu-
max(G~ + G""(q})). Letq = e — t,, which means the tions.

backup path uses all possible links, then we can find a vector
of link metricsas

Fig. 4. Flow chart of the SSR algorithm at the source node of flow

Step 1 initiates SSR on flowwith its working pathp,., des-

VI. SUMMARY

This paper extends our recent matrix representation and suc-
cessive survivable routing (SSR) algorithm for node failures on
mesh networks. First, node failures are modeled by the matrix-

Uy = {'Url}Lxl

= ¢(S+(6 - t?“)) - ¢(S_)7 1 <r< Rv (11)
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based arc-flow SCA model. Second, a graph algorithm to find
a shortest working path with existence of node-disjoint backu&%
paths are provided. The objective here is to find shortest work-
ing paths which have node-disjoint backup paths. This prob-
lem is a NP-complete problem due to different path costs [19
Third, based on the working paths prepared by the graph alg%-
rithm for node failures, we use the SSR algorithm to find near
optimal SCA solutions. Comparing with several other aIgoLlO]
rithms for SCA problems considering node failures, SSR has
the best trade-off between computation speed and solution dpt]
timality for node failures.

[12]

TABLE Il 23]

NUMERICAL RESULTS

[14]

Network 1 2 3 4 5 6 7 8
N 10| 12| 3] 7| 8| 23| 26| 50
L| 22| 25| 23| 31| 27| 33| 30| 8
R| 90| 132| 156| 272| 306| 506| 650| 2450 [15]
W | 142] 224 324 640] 826] 1686 2732] 11104
Total spare capacit§
TBB | 38| 99| 113| 252| 539 1252] 1812 n
2ssRmin| 42| 108| 124| 272| 552| 1268| 1812| 5720
SSRmax| 50| 120| 144| 204| 574 1306| 1826| 5800
SRmin| 46| 110| 126| 280| 556| 1280 1832| 5764
SRmax| 58| 130| 148| 308| 586 1320| 1872| 5894

[16]

SPImin| 66| 130 | 170 | 362 | 654 | 1440| 1958| 7394 [17]
SPImax| 84| 154 | 202| 416| 710| 1540| 2008| 7780

RAFT | 82| 142| 194| 408 | 688| 1578 | 2010| 7690 [18]
NS | 198 | 326 | 456 | 910 | 1324 | 2736| 5652 | 16278

Total CPU time (in second) [19]

BB 60| 130 720| 1700| 130 | 5900 41 -
SSRsum| 3.25| 3.63 | 3.84| 6.51| 5.94| 8.6| 14.73| 293.43

SRsum| 0.59| 0.63| 0.71| 1.08| 1.17| 2.25| 2.81| 38.18 [20]
SPIsum| 0.58| 0.64 | 0.66| 0.98| 1.03| 1.96| 2.36| 28.96
RAFT | 0.02| 0.02| 0.02| 0.04| 0.04| 0.08| 0.11 0.92
NS | 0.02| 0.02| 0.02| 0.04| 0.04| 0.08 0.1 0.89

The experiments are run for the eight networks. The flows are full meshed in the netwdél]
with one unit traffic load. Working paths are given with their total capacity reservation
“W” above. The following rows provide the total spare capacity found from different
algorithms.! Branch and bound (BB) algorithm use CPLEX [22] on a SUN Ultra Enter-
prise server with 4GB memory and 250MHz UltraSparc CPU. SSR, SR, SPI, RAFT ar[lgz]
NS are coded in C++ on a Pentium Ill 533MHz PEor SSR, SR and SPI, 64 random

number seeds are used for generating flow sequences to update backup paths. For these

64 results, their maximum and minimum total spare capacities and the sum of their CPU
times are given.
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