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Abstract 

Group communications is important for corn- 
mand and control as well as tactical battlefield op- 
erations. Providing group communications over a 
network subject to failure and attack is a problem 
of growing interest. We examine techniques to pro- 
vide survivability for ATM group communications 
and study the scalability of such approaches. A 
hop-iimit constraint is a technique used to limit 
the number of routes considered such that routing 
problems of higher order complexity can be solved. 
While varying the hop-limit, we compare the feasi- 
bility and cost of providing survivability using work- 
ing multipoint routes with disjoint dedicated backup 
multipoint routes, where the multipoint routes are 
setup using either Self-Healing Survivable Rings, 
Shared Multicast Frees, or VC Meshes. Based on 
our results, we conclude with a hop-limit heuristic 
that can be used in formulations to provide scalable 
survivable group communications. 
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1 Introduction 

Network survivability is important due to the 
increasing number of information systems and so- 
ciety's increasing dependence on these systems for 
dependable service. Solutions to provide survivable 
ATM group communications via underlying multi- 
casting mechanisms can take different approaches. 
One approach is a working set of routes protected 
by a standby backup set of routes. When a single 
fault occurs within a working set of routes, traffic 
flow is rerouted to the corresponding backup set 
of routes. The working and backup set of routes 
are link and node disjoint such that a single fault 
will not disrupt both working and backup routes 
simultaneously. For a typical network, finding the 
working and disjoint backup set of routes and pro- 
visioning dedicated bandwidth is a NP-hard integer 
programming optimization problem. 

This research focuses on how the use of a h o p  
limit constraint to limit the number of routes con- 
sidered effects the quality of integer optimization 
solutions. A hoplimit constraint is a technique 
used to: (1) limit the number of paths considered 
in network design and routing problems and (2) 
limit the length of routes considered to meet Qual- 
ity of Service (QoS) guarantees (especially delay) 
[4, 5, 1, 9, 6,  71. Experimental results from [5] re- 
port that the hoplimit approach is indeed sound 
as it restrains model dimensions and at the same 
time ensures QoS guarantees can be met. In fact 
[5] reports that a relatively small hoplimit provides 
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effective solutions while minimizing computations 
such that there is no real gain for setting larger 
hoplimits. 

Several hop-limit heuristics have been proposed 
for providing survivability in the point-to-point 
context. Itai et. al., reported the first use of hop- 
limits combined with an algorithm to effectively 
calculate the number of disjoint routes if the hop- 
limit is less than or equal to three [7]. It is shown 
that except for small hop-limit values, the problem 
of finding disjoint paths in a general graph is NP- 
complete. Oki and Yamanaka propose a recursive 
matrix calculation approach to calculate the num- 
ber of disjoint routes below a hop-limit equal to 
four [9]. Herzberg et. al, propose the “Extra-Hop 
Limit” heuristic which is the network diameter’ in 
hops plus an additional hop count limit [4]. 

We consider the effects of hop-limits on scaling 
survivable ATM group communication methods to 
real networks. The remainder of this paper is or- 
ganized as follows: Section 2 introduces proposed 
schemes for ATM group communications. Section 
3 discusses survivability techniques specific to these 
proposed schemes. Section 4 presents results from 
numerical experiments focused on how varying the 
hop-limit constraint effects the quality of multi- 
point survivability optimization problem solutions. 
We close with a summary of conclusions and future 
research directions in Section 5. 

2 Proposed ATM Group Communica- 
tion Schemes 

The ATM Forum MPOA (Multi-Protocol Over 
ATM) subworking group proposes two current ap- 
proaches for ATM intracluster2 group communica- 
tions: (1) the VC Mesh Model and (2) the Mul- 
ticast Server Model (MCS). As a result of the 
perceived complexity and inefficiency of these two 
approaches, other techniques have been proposed 
such as shared trees and rings. 

‘network diameter is defined as the maximum shortest- 
path between any two nodes in the network 

’A cluster is defined as a set of ATM interfaces c h o w  
ing to participate in native ATM routing. Traffic between 
ATM interfaces belonging to different clusters pass through 
an intercluster device. 

2.1 VC Mesh Model 

The VC Mesh Model derives its name from the 
criss-crossing of VCs across a network. Each sender 
originates a unidirectional VC to all members of the 
group and each group member must terminate one 
VC for each active source in the group. If group 
membership changes (add/delete members), each 
point-to-multipoint VC for each sender must be 
released and a new point-to-multipoint VC set-up. 
The VC Mesh is attractive because it can currently 
be implemented with commercial switches since the 
advent of the point-to-multipoint VC capabilities. 
However, the management of a VC Mesh is diffi- 
cult due to its non-scalable signaling and its lack 
of support for group dynamics. 

2.2 Multicast Server Model 

The MCS Model is directly analogous to a con- 
ference bridge telephone session. A server is chosen 
to serve as a proxy for all senders in order to re- 
lieve senders from direct VC connection set and re- 
lease operations due to group dynamics. All active 
senders establish a point-tepoint VC to the MCS 
and the MCS establishes a point-to-multipoint VC 
to all members of the group. All requests to create 
a group, delete a group, to add a group member, or 
delete a group member are sent to the MCS which 
maintains state information for all existing groups. 
MCS implementations exist but are not in com- 
mon use. The MCS is included in this section for 
completeness but will not be included in further 
discussion or experimentation due to its dominant 
single-point-of-failure vulnerability which requires 
a different set of restoration techniques. For a more 
detailed discussion of the MCS see [ll]. 

2.3 Shared Tree 

We consider two specific ATM shared multicast 
tree schemes: SMART and SEAM. [2, 31. These 
schemes are similar in that they try to provide 
a general-purpose control architecture by modify- 
ing in-band control mechanisms of ATM switches. 
Resources are reserved in both directions on the 
many-to-many VC links of a shared multicast tree 
until the connections are released. Both schemes 
address two inherent problems of a shared tree ar- 
chitecture: (1) cell interleaving because cells from 
different sources may arrive interleaved at one des- 
tination and (2) resource management because re- 
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sources allocated to a connection are shared be- 
tween a number of different sources. 

2.4 Virtual Ring 

Ofek and Yener have proposed the Virtual Ring 
[SI for window-based packet group communica- 
tions. The Virtual Ring is a unidirectional circu- 
lar overlay of routes that join all desired members 
for a group communication. Using Virtual Rings 
is straightforward since a message sent from one 
member of the group travels around the ring and 
back to the sender minimizing the feedback needed 
for reliability and overcoming the “ACK implosion 
effect”. In the application of Virtual Ring mul- 
ticasting to ATM networks, each unicast connec- 
tion between adjacent nodes can be implemented 
as concatenated point-to-point VCs to form an en- 
closed ring. 

3 Providing Survivability To ATM 
Group Communications 

The preplanned end-to-end technique to provide 
survivability to the VC Mesh Model is the simul- 
taneous establishment of both a working VC and 
a disjoint backup VC pair for each sender. When 
a fault disrupts the working VC, traffic is rerouted 
to the disjoint backup VC. The problem with this 
technique is the large number of VCs which must 
be established and managed. There is also a po- 
tentially larger number of VCs over which a failure 
may occur which means an increased exposure to 
link and node failures. A more detailed discussion 
of providing survivability to the VC Mesh Model 
can be found in [ll]. 

For tree-based group communication, the dom- 
inant survivability issue is handling faults in the 
“trunk” of the shared tree which will interrupt all 
group communications (a fault in a “branch” of the 
shared tree will only disconnect subsets of group 
members). A preplanned end-to-end technique to 
provide survivability to tree-based approaches is to 
restore faults on the working tree by rerouting to 
a preplanned disjoint backup tree. This rerouting 
of traffic from a working tree to a disjoint backup 
tree will entail a complex signaling protocol. On 
the other hand, sharing a common tree makes the 
identification and protection of links (especially the 
trunk) and authentication of traffic a simpler task. 

Virtual Ring multicasting is extended to pro- 
vide survivability for ATM group communications 
in [lo] which describes: (1) a real-time ring re- 
configuration mechanism termed the Self-Healing 
Survivable Ring to provide real-time restoration of 
single link or single node faults while maintaining 
the established Virtual Ring architecture and (2) a 
formulation of Disjoint Steiner Ring (DSR)4 con- 
necting all desired group members, that is link and 
node disjoint, such that a single link or node fault 
will only disconnect a ring in one place. The ma- 
jor ramification of a ring reconfiguration to provide 
survivability is an increase in the maximum end-to- 
end delay: the number of links a cell traverses in 
the reconfigured Virtual Ring will increase from L 
to 2(L - 1) in the worst case single link failure sce- 
nario. 

4 Results 

Here we report the results of experimentation 
to compare techniques to provide survivable ATM 
group communications formulated under hop-limit 
constraints. The techniques compared are the 
VC Mesh Model (VCMESH), the Shared Multi- 
cast Tree (SMT), and the Self-Heding Survivable 
Ring (SHSR), We restrict our investigation to sin- 
gle fault scenarios. 

We consider two actual network topologies as 
shown in Figure 1. Generating all possible paths 
between every node-pair up to the inclusion of all 
network nodes results in 16,178 routes for NET-1 
and 63,380 paths for NET-2. The effect of varying 
a hop-limit to limit the search space in terms of the 
number of paths shows a characteristic curve com- 
mon to all networks as shown in Figures 2 (despite 
different topologies and axis labels). 

To analyze the effect of a varied hoplimit 
on the different survivable multicast techniques 
(VCMESH, SMT, and SHSR) we formed all the 
possible survivable groups of size three for each 
network. The VCMESH approach specifies that 
each sender establishes circuit(s) to connect with 
all other group members but does not specify the 
mechanism so we have assumed the best case sce- 
nario such that each sender optimally selects the 

4A variant of the “Steiner Tree Problem in Graphs” (find 
the disjoint least cost ring in a general graph - A Steiner 
Ring - joining a subset of specified nodes). 
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set of point-to-multipoint/point-to-point circuits 
that minimizes cost.5 The SMT approaches leave 
the issue of how to build the shared tree to an 
external routing protocol so we have assumed the 
best case scenario by identifying the minimum cost 
trees using a implementation variant of a Steiner 
Tree procedure due to Lawler known as the span- 
ning tree enumeration algorithm [lo]. Minimum 
cost working and backup rings are calculated by 
an implementation of the DSR formulation shown 
in [lo]. 

Both the SMT and DSR depend on solving vari- 
ants of the Steiner Tree Problem which is well- 
known to be NP-complete.6 However, both the 
spanning tree enumeration algorithm and the DSR 
formulation are able to exactly solve SMT and 
SHSR ring solutions on actual networks by: (1) 
limiting the initial search space with preprocessed 
routes equal to or below a hop-limit and (2) us- 
ing branch-and-bound within each algorithm im- 
plementation to further narrow the search space. 
While scalability problem remain, the hop-limit 
constraint combined with brand-and-bound can 
make previously intractable problems tractable by 
restricting the exponential rate of growth due to 
combinatorics. Figure 3 shows the computational 
complexity of solving the Steiner Tree Problem in 
terms of Steiner Trees and Steiner Rings on NET-1 
and NET-2. The impact of a hop-limit constraint 
is most dramatic when considering DSR computa- 
tional complexity. On NET-1, the computational 
complexity of the DSR solution is IO4 Mflops7 with- 
out a hoplimit constraint and 2 X 10‘ Mflops with 
a hoplimit constraint. On NET-2, the compu- 
tational complexity of the DSR solution without 
a hop-limit was unmeasured despite lengthy at- 
tempts and 4 X lo2 M o p s  with a hop-limit con- 
straint. It should be noted that all experiments 
were executed on a Sun Enterprise 4000 with ten 
250 MHz ULTRASparc-I1 CPU’s and 2.5 GB of 
RAM. 

‘each sender uses a least-cost routing algorithm to inde- 
pendently setup their VC MESH set of circuits 

‘Finding the least cost VCMESH solution is also a variant 
of the Steiner Tree Problem but since it is so closely related 
to the Steiner Tree solution it is not mentioned separately in 
discussion here for clarity although its computational com- 
plexity is shown separately in Figure 3. 

7Flops are the cumulative number of executed floating 
point operations as measured by implementation in MAT- 
LAB version 5 (Mflops = a million flops). 

As the hop-limit increases, the feasibility (i.e.? 
ability to find both a working and disjoint backup) 
of all techniques increases without exception. The 
intuitive explanation is that some disjoint backup 
routes may be long and thus ineligible at lower 
hop-limits but become revealed as the hoplimit in- 
creases. Figure 4 shows the SHSR technique con- 
verges to 100% feasibility at a hop-limit thresh- 
old close to the network diameter on both net- 
works while both the SMT and VCMESH tech- 
niques take more hops to converge to final feasi- 
bility levels significantly less than 100%. This dif- 
ference in feasibility was first reported in [ll] for 
the VCMESH technique and is due to the existence 
of “multipoint traps”. A trap is a topology where 
a corresponding set of backup routes are not avail- 
able due to the disjointness constraint. Traps oc- 
cur because the routing algorithm for the working 
set of routes optimizes selection according to least 
cost/minimum hop or similar metric without con- 
sidering the survivability provided by the selection 
of a non-optimal set of working routes that can be 
paired with a disjoint set of backup routes. 

According to the “Extra-Hop Limit” heuristic 
proposed by Herzberg et. al., (network diameter 
+ 2), the hop-limit would be 9 and 10 for NET- 
1 and NET-:! respectively. Closer examination of 
Figure 4 shows that these hoplimits are just at or 
above the knee of each curve and in some cases 
leave a substantial percentage of groups unable to 
be restored. A new hoplimit heuristic is needed 
specificdy for the multipoint survivability context. 

We define cost in terms of aggregate cost for 
all links involved with each link being assigned a 
cost weight (initially all links are assigned a cost 
weight of 1). As a general rule, the cost of all tech- 
niques increases as the hoplimit increases since 
new survivable groups that may not have previ- 
ously been feasible suddenly emerge as viable with 
a larger hop-limit. Figure 5 shows the cost of 
the SHSR technique is significantly lower, at a 
95% confidence level, than either the SMT and 
VCMESH techniques. The size of the cost differ- 
ential is not small, SHSRs are about 20% less ex- 
pensive than SMTs and 56% less expensive than 
VCMESHes for a group size of three [lo]. Re- 
sults from other experiments report that the rank- 
ing order of each technique by cost is consistent 
across different networks, group sizes, and link cost 
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assignments: SHSR (lowest cost), SMT (middle 
cost), and VCMESH (highest cost) [IO]. 

The cost of a backup ring is the same as the cost 
of a working ring in SHSR under no capacity con- 
straints. It is expected that the VCMESH would be 
the highest cost solution due to the number of cir- 
cuits required but it is non-intuitive that the SMT 
technique would be more costly than the SHSR 
technique since a Steiner Tree is the least cost so- 
lution. However, by examing numerical results one 
can see that although the working SMT is the least 
cost solution compared to its corresponding work- 
ing SHSR, the corresponding disjoint backup SMT 
is about 160% more expensive. This same effect is 
amplified for the VCMESH technique. 

Ultimately there is a delay tradeoff between the 
ring and tree-based approach. Figure 6 shows a 
direct comparison of the three techniques under a 
delay-constraint threshold (as measured in hops) 
on both networks. For each network, survivabil- 
ity for all groups of three is formulated using rings 
(SHSR), trees (SMT), and circuits (VCMESH) 
with the same worst-case delay bound and the per- 
centage of restorable groups compared. Note that 
the SHSR technique does not become more fea- 
sible until the worst-case delay-constraint is more 
than the total number of hops in each network re- 
spectively. These results show that the superior 
feasibility and cost of survivability provided by the 
SHSR technique must be weighed against an in- 
creased worst-case delay guarantee. 

5 Summary 

This paper has examined the effect of a hop- 
limit constraint on techniques to provide surviv- 
ability for ATM group communications. A h o p  
limit reduces the number of routes considered such 
that we were able to exactly solve NP-complete 
optimization problems to find minimum cost dis- 
joint working and bacbup’paths on actual net- 
works. We found that multipoint restoration so- 
lutions are more sensitive to topology (particu- 
larly a multipoint trap topology) than to a hop- 
limit constraint. Results from the networks stud- 
ied show that the hop-limit heuristics developed for 
the point-to-point restoration context are not sufE- 
cient to provide exact solutions for the multipoint 
restoration context. 

We propose a conservative hoplimit hegristic of 
for the multipoint survivability context where 

N is the number of nodes in the network and 
is larger than the network diameter. This conser- 
vative hoplimit provides exact solutions for NP- 
complete multipoint survivability problems on real 
networks that would otherwise be intractable. Fu- 
ture research is needed to develop a lower hop-limit 
heuristic that would still provide exact solutions. 
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