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ABSTRACT

Optical burst switching (OBS) is one of the most promisingtne
generation all-optical data transport paradigms. As nesvbe-
come increasingly distributed and autonomic, Optical B8veitch-

ing becomes the right choice for the next generation optitet-
net. In this paper, we propose a mechanism for Dynamic Rgofin
Reliability-Differentiated connections (DRRDC) in OpicBurst
Switched networks. The proposed mechanism consists ofutvo s
schemes namely Adaptive Routing, a loss minimization meisha
that selects the least congested route for burst schecarithddap-
tive Burst Cloning, a technique for providing loss recoveryan
OBS network. We develop a network simulation model to inves-
tigate the proposed DRRDC scheme and compare its perfoemanc
with the existing prioritized burst scheduling QoS sche@er re-
sults show that the proposed service differentiation meishahas

a significantly low packet loss compared to the existingriied
burst scheduling scheme in an optical burst switched n&twor
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1. INTRODUCTION

Optical burst switching (OBS) is an emerging solution toieeh
all-optical WDM networks [1-2]. It combines the advantagg#s
optical circuit switching and optical packet switching4B-In the
past few years, various solutions have been proposed ahtada
in an attempt to improve the performance of OBS networks][5-7
In OBS networks, the basic switching entity is a burst. Ptor
transmitting a burst, a control packet is created and sevdrtis
the destination to set up a buffer-less optical path. Afteofiset
delay time, the data burst is transmitted without waitingdo ac-
knowledgement from the destination node. The optical prittse
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only for the duration of a burst. OBS provides a huge bandwidt
which could alleviate the increasing demands of Interrefitr;
however, challenges remain on how to provide Quality of Berv
(QoS) for Internet applications in such a network. For examp
applications such as Internet telephony and video confergme-
quire a higher QoS than electronic mail and general web bngws
In an IP network, many methods have been proposed to implemen
QoS such as fair queuing, weighted fair queuing, frame<bése
queuing, etc. However, all of these methods are based orogmpl
ing buffers at the network nodes. To implement the existingQ
mechanisms to differentiate services, all intermediateesshould
have a certain amount of buffer space. However, the use of ele
tronic buffer necessitates O/E and E/O conversions whichifeze
the data transparency in addition to having increaseddgten
Optical burst-switched networks are typically connedtss in
nature; thus, it is likely that there will be contention fesources
in the core network, leading to packet loss. Contentionlotiem
is an important research issue in the context of QoS praoviisip
in OBS networks. When two or more bursts are destined for the
same output port at the same time, contention occurs. When-a c
tention cannot be resolved, one of the contenting burstsis I
the dropped burst cannot be recovered at the OBS layer,Haghe
ers (such as TCP) will need to handle the retransmissioredbst
data at a later time. In this paper, we propose a novel sediffes-
entiation mechanism that uses two subschemes namely &éapti
Routing and Adaptive Burst Cloning as techniques for priogd
service differentiation and reducing the over-all Bursstdrate
(BLR). Our proactive data loss reduction scheme namely Adap
tive burst cloning replicates a burst and sends duplicatgées of
the burst through the network simultaneously. In case thgnad
burst gets lost, the cloned burst may still be able to reaeldés-
tination. Adaptive burst Cloning is different from the cemtional
Burst cloning [9] in two aspects, one in selecting the nodeneh
to clone the burst and in choosing the number of cloned bwsts
each original burst i.e. number of duplicate copies. The \ital
factors to be considered in burst cloning include selectibthe
optimal nodes at which cloning needs to be done and prewentin
the contention of the cloned bursts with the original burstge
address both these issues in our work. We develop a simulatio
model to investigate the proposed schemes namely Adaptive R
ing loss minimization mechanism and Adaptive Burst Clooss
recovery mechanism and quantify their performance in pliogi
service differentiation among the traffic classes. We complae
performance of our proposed QoS mechanism with the pdediti
burst scheduling QoS scheme [8]. Three classes of serdiessQ,
classl and class2, are considered in our work. ClassO isnasksu
to have the highest priority and class 2 is of low priority whas



classl is intermediate between classO and classl. In ol wer
assume that no buffers are used in the optical layer, whicigfdy
desirable in all-optical networks. The paper is organizedad
lows. Section 2 describes the proposed Adaptive Routirgros-
imization scheme. Section 3 introduces and discusses shess
involved in Burst cloning. Section 4 presents the proposddpA
tive Burst Cloning loss recovery mechanism. Section 5 dessr
the service differentiation scheme which combines AdapRout-
ing and Adaptive Burst Cloning schemes. Section 6 discubses
simulation experiments and presents the simulation ianli sec-
tion 7 concludes the paper.

2. ADAPTIVE ROUTING

Adaptive Routing routes the bursts along the least cond st
between the source-destination pair. It chooses the leagested
path based on the current link and route loss probabilitfethe
various candidate paths. R-candidate routes are pre-dechpo
every destination and are available at all source nodesedtiveate
of the loss probability could be made on a per-link basis autier
loss probabilities can be estimated using the link loss giviities.
We use a technique similar to the one used in [10] to compute th
link loss probabilities of the individual links. In our poji, link
loss probability is computed at all nodes in the network, fore
every outgoing link from the node. The loss probability @stie is
initially set to zero. When a burst is successfully trangedibver a
link, a positive feedback is generated, and when a bursbispad
on the link, a negative feedback is generated. Based on ttaing
scheme, the loss probability estimate for the link is coraguat
regular intervals. The source of every flow periodically dsema
probe packet along the shortest routes to collect the |adsapility
estimates on all links along the route. The loss probabititythe
entire route is calculated from the loss probability estes@n each
link. The estimation of loss probability of links and los®pability
of routes are described in section 2.1 and section 2.2 rigglgc

2.1 Link loss probability estimation

Initially the loss probability of all links is set to zero. Feach
link, we record two parameters, the number of bursts arrixezl
that link and the number of bursts dropped on that link. aflitj
for each link the number of bursts arrived and the number oftbu
dropped is set to zero. Based on the feedback received, these
parameters of the link are updated. For a positive feedbiaek (
successful burst transmission), the number of burstseatiin the
link is incremented and for a negative feedback (i.e. fosbdrop
on the link), both the parameters (i.e. number of burstsedrand
number of bursts dropped) are incremented by one. Loss lpiteba
ity of the link is the ratio of the total number of bursts dreppon
that link to the total number of bursts arrived on that link.

2.2 Route loss probability estimation

The source of every flow periodically sends a probe packeialo
the pre-computed shortest route to collect the loss prétyabsti-
mates on all links along the route. The loss probability ieréntire
route is defined as the maximum of the loss probabilitiesIdhal
individual links in that route. For routing a burst, the stceinode
selects the least congested route (the one having the teastlpss
probability) in order to minimize burst contention. Dynarselec-
tion of the least congested route ensures very low burstidrtpe
network.

3. BURST CLONING

In this section, we describe the details of the burst cloméud-
nigue proposed in [9] and the motivation behind the propéstap-
tive Burst Cloning mechanism. The original copy of a burgeis
ferred to as the original burst, and the duplicated copy fisrred
to as the cloned burst. Similarly, the traffics correspogdmthe
original and cloned bursts are referred to as original anded
traffics respectively. The node at which cloning is perfadrigere-
ferred to as the cloning node. The various factors to be densil
in burst cloning include the number of cloned bursts for ezridi-
nal burst, the selection of the cloning node, and the selecii the
routes for the original and the cloned bursts. In burst cignone
or more cloned bursts can be made for each original burstxAs e
plained in [9], on one hand, if more copies are made for a purst
the possibility of data loss for the burst is lower. On theeoth
hand, if more copies are made, then more cloned traffic iscadde
to the network. Cloned bursts may contend for network resesir
with original bursts, which may result in increasing loss doigi-
nal bursts, which in turn may increase data loss insteaddofciag
it. Hence, traffic isolation mechanism is used in [9] in ortter
avoid the contention of the original bursts with the clonenish
This priority-based pre-emptive burst scheduling hideslolvpri-
ority cloned traffic from the high-priority original traffithereby
ensuring that the performance is at least as good with blanrsing
as without it. However, if burst cloning is to be used as a-tech
nique for provisioning service-guaranteed connectionmay so
happen that the cloned bursts get lost due to their contemtith
other original and cloned bursts. In our work, every conioecis
expected to have a minimum reliability. We use Burst clorésg
a technique to ensure reliability. If the reliability of tleeiginal
burst along its route is less, we clone the original burstnaina
termediate node and ensure service guarantee. Clearlycinas
case, the cloned traffic (duplicated bursts for guarangeeshiabil-
ity) needs to be given the same priority as the original taffn
[9], the authors have shown that in the presence of traffiatiem
mechanism, the cloning technique exhibits maximum peréorce
when source node happens to be the clone node. But in our work,
having equal priorities for both the cloned and originaffica may
result in increased contention and burst loss if cloningasedat
the source node. Hence, in our work, we decide the clone nudle a
the number of cloned bursts dynamically based on the custate
of the network.
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Figure 1: General Path Structure for Burst Cloning

The general path structure for burst cloning is shown in HEig.
The original burst is first sent along the common path. After t



cloned copy is made at the cloning node, the original bur#it wi
then continue along the primary path while the cloned builit w
be routed through the cloning path. As evident from the figure
the common path will be null if the source node happens to ée th
cloning node. In order to keep the loss of original burstsoas |
as possible, we choose the primary path to be on the shog#st p
from the source to the destination. Accordingly, the clgniode

is on the shortest path between the node pair.

probability, we define success probability of a route as4s jorob-
ability of that route. Success probability of a route is thebability
that the burst gets transmitted along the route succegsfitthout
contention. For cloning a burst, we need to choose minimum-nu
ber of routes in order to minimize resource usage. Howeves, i
also necessary to ensure high probability for at least opg abthe
burst to reach the destination successfully. We chooseutrdear
of cloned bursts required for an original burst in such a vy the
total(cumulative) probability of successful transmissi@long the
selected n-routes (for n cloned bursts) is closer to 1 fastlaser-
vice (high priority service) and 0.8 for classl service extjyely
(low priority service). Dynamic selection of number of diggkted
bursts not only ensures high probability of successfuldmgiasion
but also significantly minimizes the resource utilizatic @m-
pared to using fixed number of cloned bursts for all originasks.

4.3 The routing for the original and cloned
bursts
For routing the original and cloned bursts, we use link digjo
routes between each source destination pair in order td a@source-
contention among the routes.

4. ADAPTIVE BURST CLONING

Our proposed Adaptive Burst Cloning mechanism differs from
the conventional burst cloning mechanism in the followirays:

a. the selection of cloning node

b. the number of cloned bursts for each original burst, and

c. the routing for the original and cloned bursts.

4.1 The selection of cloning node

In the proposed Adaptive Burst Cloning technique, the cigni
node is selected dynamically rather than fixing it at the spais it
is done in the burst cloning mechanism proposed in [9]. Fohea
source-destination pair, R-candidate routes (link digjautes) are
pre-computed and are available at all source nodes. Fodskhe
ing a burst between a source-destination pair, the pre-otedp
shortest route is chosen. We then find the loss probabilifes
all the links in that route using the link loss probabilityties-
tion mechanism presented in section 2. We consider a thesho
loss probability value for deciding if a link is good enoughlte
scheduled a burst. Clone node selection is done dynamibglly
comparing the link loss probabilities of all the links in thelected

5. SERVICE DIFFERENTIATION

In our work, we consider three types of traffic classes namely
classO, classl and class2. We consider the threshold loss pr
abilities for class 0 and class 1 as 0.3 and 0.5 respectivAky.
Class?2 is of best effort service, we do not associate antihre
old loss probability for it. For routing class2 traffic bugstwe
simply choose the best route (the one having the minimum loss

route with the threshold loss probability value of the taffiasses.
The route used for routing the original burst is called thienBry

probability value) among the R-candidate routes using Adap
Routing and then schedule the burst along the chosen roote- H

path and the part of the primary path that is common between th
routes of the original and cloned bursts is referred to asah@mon
path. The computation of the common path starts from theceour
node, it keeps adding links from the shortest path to the comm
path as long as the added links have loss probabilities hessthe
threshold. The common path is terminated as and when a litik wi

ever for routing classO and classl traffic, after choosirgylkiest
route among the existing Rcandidate routes, we check ifake |
probability of that route is within the threshold of the @spond-
ing traffic class. If the loss probability of the selected teowi-
olates the threshold loss probability of the traffic clad® het-
work enters into burst loss protection mechanism (i.e. Adap

loss probability greater than the threshold is encounte@zhse-
quently, the node preceding this link is chosen as the clade.n
As the loss probability of the links gets varied in accordangth
the level of congestion in the links, choosing the clone noaed
on the loss probabilities yields high throughput. Moregsarce all

burst cloning loss recovery mechanism). In Adaptive Burstiog
protection mechanism, the threshold route loss probwglilitaken
as the threshold loss probability of the correspondinditrafass.
This ensures that Burst cloning is done along the choserm libut
and when a link exceeds the threshold loss probability.Header-

the links along the common path are good enough to be schiedule vice differentiation is ensured by choosing the number ofiet

(with loss probability less than the threshold), it is expecthat

bursts based on the traffic class QoS requirements (i.e tine-cu

the burst successfully reaches the end node of the commaén pat lative success probability of the cloned bursts is 1 for €aand

(cloning node) without suffering a burst loss due to corigasat
any intermediate node. As some of the links succeeding treecl
node on the primary path may have loss probabilities greager
the threshold, it may cause burst loss due to congestion.ekiey

if cloning is done at the clone node whereby the burst getéi-dup

cated and sent along multiple routes, it may happen thaast tme
of the duplicate bursts or the original burst arrives at thgtidation
successfully. Fixing the clone node always at the sourcés[83-
source consuming. In our approach, cloning is done onlyHat t
part of the route where there is likely to be a burst loss.

4.2 The number of cloned bursts for an origi-
nal burst

0.8 for Class1) as described in section 4.2. By separatmgtist-
ing routes into least congested routes, average congesttsand
high congested routes, our technique ensures servicedtiffation
by routing the high priority bursts along least congestedes, low
priority bursts along high congested routes and interntegtigor-
ity bursts along average routes. Loss probability of a roefiects
the level of congestion along that route, if loss probapdita route
is high, congestion is more on that route. By using loss fribiba
as a metric for service differentiation, our approach acseetter
service variation among the traffic classes. For routingotimsts,
we use Adaptive routing loss minimization mechanism thkgcte
the best route among the existing routes between the giveneo
destination pair. As a result, burst drop is significantlyimiized.

In our proposed scheme, the number of duplicated bursts for For protecting the bursts that do not satisfy the connec@nice

cloning an original burst is dynamically decided based @rtute
loss probabilities of the routes between the selected clode and
the destination node. The route loss probability estinmatieech-
anism is presented in the section 2. Similar to the notioros$ |

requirements (i.e. if all route loss probabilities violabe thresh-
old), the network enters into Adaptive Burst Cloning lossorery

mechanism in order to reduce data loss. Thus, our approach no

only ensures service differentiation among the traffic sgasbut



also greatly improves the reliability of the OBS network.

6. DISCUSSION OF THE RESULTS

In this section, we discuss the experimental results obtaby

simulating the proposed DRRDC QoS scheme in an OBS network.

We compare our proposed QoS scheme with the Priority bunstisd-
ing QoS scheme. We use NSF network topology as our test nietwor
and assume that the burst length is fixed and is equivalenséa4
onds, containing 50,000 bytes. We also assume that all @atesn
are buffer less (no FDLs) and have no-wavelength conversien
pability. We adopt the first available unscheduled chanfr&UC)
algorithm to schedule data bursts at the core nodes.
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Figure 3: Load versus Burst blocking probability of different
traffic classes when TX=3, RX=3 and WL=5

The conditions followed in our simulations are
e Random call distribution in network,

e Blocking probability includes source and destination busy
conditions.

e Shortest Path Routing Algorithm is applied using the number
of hops as the metric.

e Links in the network are bidirectional, if there exists a fibe
between nodes a and b, there also exists a fiber between
nodes b and a.

e The threshold loss probability value for class0 traffic ia-co
sidered as 0.3 and threshold loss probability of classfidraf
is considered as 0.5.

e Burst arrivals follow a Poisson process and connection re-
guests are randomly generated among the source-destinatio
nodes.

The load value in each plot is the number of bursts arrived
into the entire network per unit time. Figure 2 plots the
network load versus the total burst blocking probability- (i
cluding all traffic classes) for the DRRDC and Priority burst
scheduling QoS schemes. Here, the number of transmitters
(Tx) and receivers (Rx) at each node is taken as 3 and number
of wavelengths on each link WL is assumed to be 5. Figure
3 plots the network load versus burst blocking probability
of the individual traffic classes: classO, classl, and 2lass
for the same experimental conditions used in figure 2. In
both figures 2 and 3, we find that the blocking probability
for the traffic classes increases with increase in the nétwor
load. A closer observation reveals that the blocking proba-
bilities for the DRRDC and priority-based schemes do not
show a wide difference under low-load conditions. However,
as the load increases beyond a certain value, we find that
the proposed DRRDC scheme comprehensively outsmarts
the priority-based burst scheduling scheme. The lack of sig
nificant difference at low-load conditions is attributedhe
availability of unused network resources to satisfy the-low
load demands. However at high load, resource-availability
becomes scarce and hence it results in increasing burst drop
in the network. DRRDC tries to identify those parts of the
network where there is possibility of burst drop and tries to
clone(duplicate) the bursts along such paths thereby ensur
ing better service guarantees than the priority-basechsehe
Figures 4 and 5 plot the network load versus Burst Blocking
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Figure 4: Load versus Burst blocking probability of total burst
drop when TX=3, RX=3 and WL=3

Probability by keeping Tx=3, Rx=3 and WI=3. The observa-
tions are very similar to the figures 2 and 3.

Fig. 6 plots total Burst Blocking probability of the traffic
classes as a function of the number of wavelengths available



T T
Priority Class 0 ---%---
Priority Class 1 -—&
Priority Class 2 —-=—

DRRDC Class 0 -—-&-— —

DRRDC Class 1 -----

DRRDC Class 2 —v—

09

0.8 |

0.7 |

0.6 |

05 |

04+

Blocking probability
Blocking probability

03 |

0.2 i Priority Class 0 ---%--- 7]

Priority Class 1 &

Priority Class 2 ——#—
DRRDC Class 0 -—-a-—
DRRDC Class 1 - 4---
DRRDF Class 2‘ —

80 920

0.1

. . . . .
30 40 50 60 70
Load in number of bursts arrived in unit time

. .
0 10 20 100
Number of Wavelengths per link

Figure 5: Load vs Burst blocking probability of different tr affic
classes when TX=3, RX=3 and WL=3
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0.7

Priority Scheduling -
DRRDC - -#- - 08

Priority Schéduling
DRRDC -~ -#- -

04 .

Blocking probability

Blocking probability

03| g
02| S

02} .
01} g b

01

Number of Wavelenghths per link

Number of Transmitters and Receivers at each node

Figure 6: Number of Wavelengths per link versus Burst Block-
ing Probability of total burst drop when TX=5, RX=5 and
WL=5

Figure 8: Number of Transmitters and Receivers at each node
versus Burst Blocking Probability of total drop when WL=5

in each fiber. The load (i.e. burst arrival rate) is kept con-
stant with Poisson arrival rate= 5. Fig. 7 plots individual
burst blocking probability of the traffic classes as a funti

of wavelengths under constant network load £ 5). In
these figures, the number of transmitters (Tx) and receivers
(Rx) is assumed as 5. Here again, DRRDC is found to have
low burst loss. Here, we note that the burst blocking prob-
ability of the traffic classes decreases with increase in the
number of wavelengths present in the fiber. As more wave-
lengths are made available, more number of bursts could be
successively transferred through the wavelength links.

Fig. 8 plots the number of Transmitters and Receivers on
each link versus the total Burst Blocking probability of the
traffic classes when the load (i.e. burst arrival raté& 5 and
number of wavelengths per link WL is 5.

Fig. 9 plots the number of Transmitters and Receivers avail-
able at each node versus Burst Blocking probability of the
individual traffic classes under the same experimentalieond
tions. As observed from the graphs, the blocking probanilit
is significantly low for the proposed DRRDC scheme. An-

other interesting observation in our simulations is thanev
for class 2 (best effort service) traffic, we find a significant
performance improvement with DRRDC. It is due to the un-
derlying adaptive routing strategy used by DRRDC. As adap-
tive routing always chooses the least congested path, it re-
duces the burst loss and thereby outsmarts the prioritized
burst-scheduling technique that has no knowledge of thet bur
loss along the candidate routes.

7. CONCLUSIONS

In this paper, the issue of QoS support in OBS networks
is addressed. Two mechanisms namely, Adaptive Routing
and Adaptive Burst Cloning are proposed and integration
of these two mechanisms has been used to ensure service
differentiation in OBS networks. The integrated Adaptive
Routing loss minimization mechanism with Adaptive Burst
Cloning loss recovery mechanism has showed the best per-
formance. The proposed Dynamic Routing of Reliability
Differentiated Connections (DRRDC) QoS technique further
reduces the loss probability experienced by the no guaran-
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teed traffic while satisfying the loss requirement of thergua

anteed traffic, thereby improving the networkwide loss per-

formance.
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