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Abstract—This paper presents a new MapReduce cloud service model, Cura, for provisioning cost-effective MapReduce services in a
cloud. In contrast to existing MapReduce cloud services such as a generic compute cloud or a dedicated MapReduce cloud, Cura has a
number of unique benefits. First, Cura is designed to provide a cost-effective solution to efficiently handle MapReduce production
workloads that have a significant amount of interactive jobs. Second, unlike existing services that require customers to decide the
resources to be used for the jobs, Cura leverages MapReduce profiling to automatically create the best cluster configuration for the
jobs. While the existing models allow only a per-job resource optimization for the jobs, Cura implements a globally efficient resource
allocation scheme that significantly reduces the resource usage cost in the cloud. Third, Cura leverages unique optimization
opportunities when dealing with workloads that can withstand some slack. By effectively multiplexing the available cloud resources
among the jobs based on the job requirements, Cura achieves significantly lower resource usage costs for the jobs. Cura’s core
resource management schemes include cost-aware resource provisioning, VM-aware scheduling and online virtual machine
reconfiguration. Our experimental results using Facebook-like workload traces show that our techniques lead to more than 80 percent
reduction in the cloud compute infrastructure cost with upto 65 percent reduction in job response times.

Index Terms—MapReduce, cloud computing, cost-effectiveness, scheduling

1 INTRODUCTION

LOUD computing and its pay-as-you-go cost structure

have enabled hardware infrastructure service pro-
viders, platform service providers as well as software and
application service providers to offer computing services on
demand and pay per use just like how we use utility today.
This growing trend in cloud computing, combined with the
demands for Big Data and Big Data analytics, is driving the
rapid evolution of datacenter technologies towards more
cost-effective, consumer-driven and technology agnostic
solutions. The most popular approach towards such big
data analytics is using MapReduce [1] and its open-source
implementation called Hadoop [15]. Offered in the cloud, a
MapReduce service allows enterprises to analyze their data
without dealing with the complexity of building and man-
aging large installations of MapReduce platforms. Using
virtual machines (VMs) and storage hosted by the cloud,
enterprises can simply create virtual MapReduce clusters to
analyze their data.

In this paper, we discuss the cost-inefficiencies of the
existing cloud services for MapReduce and propose a cost-
effective resource management framework called Cura that
aims at a globally optimized resource allocation to minimize
the infrastructure cost in the cloud datacenter. We note that
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the existing cloud solutions for MapReduce work primarily
based on a per-job or per-customer optimization approach
where the optimization and resource sharing opportunities
are restricted within a single job or a single customer. For
instance, in existing dedicated MapReduce cloud services
such as Amazon Elastic MapReduce [13], customers buy
on-demand clusters of VMs for each job or a workflow
and once the MapReduce job (or workflow) is submitted,
the cloud provider creates VMs that execute that job and
after job completion the VMs are deprovisioned. Here the
resource optimization opportunity is restricted to the per-
job level. Alternately, one can lease dedicated cluster
resources from a generic cloud service like Amazon Elastic
Compute Cloud [14] and operate MapReduce on them as
if they were using a private MapReduce infrastructure.
While this approach enables resource optimization at the
per-customer level, we argue that in such an approach, the
size of the leased dedicated clusters needs to be chosen
based on the peak workload requirements of each customer
and hence, the leased clusters are under-utilized for a large
fraction of the time leading to higher costs. Cura on the
other hand is designed to provide a cost-effective solution
to a wide range of MapReduce workloads with the follow-
ing goals in mind:

First, we observe that existing solutions are not cost-
effective to deal with interactive MapReduce workloads
that consist of a significant fraction of short running jobs
with lower latency requirements. A recent study on the
Facebook and Yahoo production workload traces [29], [8],
[34] reveals that more than 95 percent of their production
MapReduce jobs are short running jobs with an average
running time of 30 sec. Unlike existing per-job services that
require VMs to be created afresh for each submitted job,
Cura deals with such interactive workloads using a secure
instant VM allocation scheme that minimizes the job
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latency. In addition, Cura results in higher cost-effective-
ness compared to an owned cluster in a generic compute
cloud that has high costs due to low utilization.

Second, as discussed earlier, existing cloud solutions are
largely optimized based on per-job and per-customer optimi-
zation which leads to poor resource utilization and higher
cost. Additionally, their usage model requires users to figure
out the complex job configuration parameters (e.g. type of
VMs, number of VMs and MapReduce configuration like
number of mappers per VM etc.) that have an impact on the
performance and thus cost of the job. In contrast to existing
cloud systems, Cura leverages MapReduce profiling to auto-
matically create the best cluster configuration for the jobs and
tries to optimize the resource allocation in a globally cost-
effective fashion. Hence, Cura results in requiring much lesser
cloud resources than that consumed by the current models.

Finally, Cura’s usage model and techniques achieve
higher service differentiation than existing models as Cura
incorporates an intelligent multiplexing of the shared cloud
resources among the jobs based on job requirements. Map-
Reduce workloads often have a large number of jobs that do
not require immediate execution, rather feed into a sched-
uled flow—e.g. MapReduce job analyzing system logs for a
daily/weekly status report. By leveraging such opportuni-
ties and by accurately understanding each job’s perfor-
mance requirements, Cura multiplexes the resources for
significant cost savings.

To the best of our knowledge, Cura is the first effort that
is aimed at developing a novel usage model and resource
management techniques for achieving global resource opti-
mization in the cloud for MapReduce services. Cura uses a
secure instant VM allocation scheme that helps reduce the
response time for short jobs by up to 65 percent. By leverag-
ing MapReduce profiling, Cura tries to optimize the global
resource allocation in the cloud by automatically creating
the best cluster configuration for the jobs. Cura’s core
resource management techniques include cost-aware
resource provisioning, intelligent VM-aware scheduling
and online VM reconfiguration. Overall, in addition to the
response time savings, Cura results in more than 80 percent
savings in the cloud infrastructure cost. The rest of the
paper is organized as follows. In Section 2, we present
Cura’s cloud service model and system architecture. Section
3 discusses the technical challenges of Cura and presents
Cura’s resource management techniques namely VM-aware
scheduling and online VM reconfiguration including a for-
mal discussion of Cura’s scheduling and reconfiguration
problems. We present the experimental evaluation of Cura
in Section 4. We discuss related work in Section 5 and con-
clude in Section 6.

2 CURA: MODEL AND ARCHITECTURE

In this section, we present the cloud service model and sys-
tem architecture for Cura.

2.1 Cloud Operational Model

Table 1 shows possible cloud service models for providing
MapReduce as a cloud service. The first operational model
(immediate execution) is a completely customer managed
model where each job and its resources are specified by the
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TABLE 1
Cloud Operational Models

Model Optimization Providerrisk Potential benefits
Immediate execution  Per-job Limited Low

Delayed start Per-job Moderate  Low —Moderate
Cloud managed Global High High

customer on a per-job basis and the cloud provider only
ensures that the requested resources are provisioned upon
job arrival. Many existing cloud services such as Amazon
Elastic Compute Cloud [15], Amazon Elastic MapReduce
[14] use this model. This model has the lowest rewards since
there is lack of global optimization across jobs as well as
other drawbacks discussed earlier. The second possible
model (delayed start) [44] is partly customer-managed and
partly cloud-managed model where customers specify
which resources to use for their jobs and the cloud provider
has the flexibility to schedule the jobs as long as they begin
execution within a specified deadline. Here, the cloud pro-
vider takes slightly greater risk to make sure that all jobs
begin execution within their deadlines and as a reward can
potentially do better multiplexing of its resources. However,
specifically with MapReduce, this model still provides low
cost benefits since jobs are being optimized on a per-job
basis by disparate users. In fact customers in this model
always tend to greedily choose low-cost small cluster con-
figurations involving fewer VMs that would require the job
to begin execution almost immediately. For example, con-
sider a job that takes 180 minutes to complete in a cluster of
two small instances but takes 20 minutes to complete using
a cluster of six large instances." Here if the job needs to be
completed in more than 180 minutes, the per-job optimiza-
tion by the customer will tend to choose the cluster of two
small instances as it has lower resource usage cost com-
pared to the six large instance cluster. This cluster configu-
ration, however, expects the job to be started immediately
and does not provide opportunity for delayed start. This
observation leads us to the next model. The third model—
which is the subject of this paper—is a completely cloud
managed model where the customers only submit jobs and
specify job completion deadlines. Here, the cloud provider
takes greater risk and performs a globally optimized
resource management to meet the job SLAs for the custom-
ers. Typically, the additional risks here include the responsi-
bilities of meeting additional SLA requirements such as
executing each job within its deadline and managing the
allocation of resources for each job. While the conventional
customer-optimized cloud model requires only VMs to be
provisioned based on demand, a completely cloud man-
aged model introduces additional role on the cloud pro-
vider for resource management. For instance, an inefficient
allocation of resources to a particular job can result in higher
cost for the cloud provider. Therefore, this model brings
higher risk to the cloud while it has high potential cost bene-
fits. Similar high-risk high-reward model is the database-as-
a-service model [10], [11], [12] where the cloud provider
estimates the execution time of the customer queries and

1. Example adapted from the measurements in Herodotou et al.
paper [25].
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Fig. 1. Cura: System architecture.

performs resource provisioning and scheduling to ensure
that the queries meet their response time requirements. As
MapReduce also lends itself well to prediction of execution
time [4], [5], [24], [27], [28], we have designed Cura on a sim-
ilar model. Another recent example of this model is the
Batch query model in Google’s Big Query cloud service [34]
where the cloud provider manages the resources required
for the SQL-like queries so as to provide a service level
agreement of executing the query within 3 hours.

2.2 System Model: User Interaction

Cura’s system model significantly simplifies the way users
deal with the cloud service. With Cura, users simply submit
their jobs (or composite job workflows) and specify the
required service quality in terms of response time require-
ments. After that, the cloud provider has complete control
on the type and schedule of resources to be devoted to that
job. From the user perspective, the deadline will typically
be driven by their quality of service requirements for the
job. As MapReduce jobs perform repeated analytics tasks,
deadlines could simply be chosen based on those tasks (e.g.
8 AM for a daily log analysis job). For ad-hoc jobs that are
not run per a set schedule, the cloud provider can try to
incentivize longer deadlines by offering to lower costs if
users are willing to wait for their jobs to be executed.” How-
ever, this model does not preclude an immediate execution
mode in which case the job is scheduled to be executed at
the time of submission, similar to existing MapReduce
cloud service models.

Once a job is submitted to Cura, it may take one of the
two paths (Fig. 1). If a job is submitted for the very first
time, Cura processes it to be profiled prior to execution as
part of its profile and analyze service. This develops a perfor-
mance model for the job in order to be able to generate pre-
dictions for its performance later on. When making
scheduling decisions, performance predictions in terms of
execution time are made based on the input dataset size,
VM types, cluster sizes and job parameters. This model is
used by Cura in optimizing the global resource allocation.
MapReduce profiling has been an active area of research [4],
[5], [24] and open-source tools such as Starfish [24] are avail-
able to create such profiles. Recent work had leveraged
MapReduce profiling for cloud resource management and
showed that such profiles can be obtained with very high

2. Design of a complete costing mechanism is beyond the scope of
this work.
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accuracy with less than 12 percent error rate for the pre-
dicted running time [27]. Here we would like to note that
though Cura’s architecture and techniques may apply to
other HPC scheduling problems beyond just Map Reduce,
we have considered dedicated MapReduce clouds as the
target scenario of Cura for the wide popularity of MapRe-
duce and the availability of several open source profile and
analyze tools for MapReduce.

2.3 System Architecture
The profile and analyze service is used only once when a cus-
tomer’s job first goes from development-and-testing into
production in its software life cycle. For subsequent instan-
ces of the production job, Cura directly sends the job for
scheduling. Since typically production jobs including inter-
active or long running jobs do not change frequently (only
their input data may differ for each instance of their execu-
tion), profiling will most often be a one-time cost. Further,
from an architectural standpoint, Cura users may even
choose to skip profiling and instead provide VM type, clus-
ter size and job parameters to the cloud service similar to
existing dedicated MapReduce cloud service models like
[14]. Jobs that skip the one-time profile and analyze step will
still benefit from the response time optimizations in Cura
described below, however, they will fail to leverage the ben-
efits provided by Cura’s global resource optimization strate-
gies. Jobs that are already profiled are directly submitted to
the Cura resource management system.

Cura’s resource management system is composed of the
following components:

2.3.1 Secure Instant VM Allocation

In contrast to existing MapReduce services that create VMs
on demand, Cura employs a secure instant VM allocation
scheme that reduces response times for jobs, especially signif-
icant for short running jobs. Upon completion of a job’s exe-
cution, Cura only destroys the Hadoop instance used by the
job (including all local data) but retains the VM to be used for
other jobs that need the same VM configuration. For the new
job, only a quick Hadoop initialization phase is required
which prevents having to recreate and boot up VMs.> Opera-
tionally, Cura creates pools of VMs of different instance types
as shown in Fig. 2 and dynamically creates Hadoop clusters

3. Even with our secure instant VM allocation technique data still
needs to be loaded for each job into its HDFS, but it is very fast for small
jobs as they each process small amount of data, typically less than 200
MB in the Facebook and Yahoo workloads [30].
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on them. By default, Cura runs the maximum number of pre-
created VMs in the cloud (limited by the number of servers)
so that all workload can be served instantly.

When time sharing a VM across jobs it is important to
ensure that an untrusted MapReduce program is not able to
gain control over the data or applications of other custom-
ers. Cura’s security management is based on SELinux [20]
and is similar to that of the Airavat system proposed in [19]
that showed that enforcing SELinux access policies in a
MapReduce cloud does not lead to performance overheads.
While Airavat shares multiple customer jobs across the
same HDFS, Cura runs only one Hadoop instance at a time
and the HDFS and MapReduce framework is used by only
one customer before it is destroyed. Therefore, enforcing
Cura’s SELinux policies does not require modifications to
the Hadoop framework and requires creation of only two
SELinux domains, one trusted and the other untrusted. The
Hadoop framework including the HDFS runs in the trusted
domain and the untrusted customer programs run in the
untrusted domain. While the trusted domain has regular
access privileges including access to the network for net-
work communication, the untrusted domain has very lim-
ited permissions and has no access to any trusted files and
other system resources. An alternate solution for Cura’s
secure instant VM allocation is to take VM snapshots upon
VM creation and once a customer job finishes, the VM can
revert to the old snapshot. This approach is also signifi-
cantly faster than destroying and recreating VMs, but it can
however incur noticeable delays in starting a new job before
the VM gets reverted to a secure earlier snapshot.

Overall this ability of Cura to serve short jobs better is a
key distinguishing feature. However as discussed next,
Cura has many other optimizations that benefit any type of
job including long running batch jobs.

2.3.2 Job Scheduler

The job scheduler at the cloud provider forms an integral
component of the Cura system. Where existing MapReduce
services simply provision customer-specified VMs to exe-
cute the job, Cura’s VM-aware scheduler (Section 3.1) is
faced with the challenge of scheduling jobs among available
VM pools while minimizing global cloud resource usage.
Therefore, carefully executing jobs in the best VM type and
cluster size among the available VM pools becomes a crucial
factor for performance. The scheduler has knowledge of the
relative performance of the jobs across different cluster con-
figurations from the predictions obtained from the profile
and analyze service and uses it to obtain global resource
optimization.

2.3.3 VM Pool Manager

The third main component in Cura is the VM Pool Manager
that deals with the challenge of dynamically managing the
VM pools to help the job scheduler effectively obtain effi-
cient resource allocations. For instance, if more number of
jobs in the current workload require small VM instances
and the cloud infrastructure has fewer small instances, the
scheduler will be forced to schedule them in other instance
types leading to higher resource usage cost. The VM pool
manager understands the current workload characteristics
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of the jobs and is responsible for online reconfiguration
of VMs for adapting to changes in workload patterns
(Section 3.2). In addition, this component may perform fur-
ther optimization such as power management by suitably
shutting down VMs at low load conditions.

2.4 Deployment Challenges and Practical Use

In this section, we discuss some basic challenges in deploy-
ing a globally optimized resource management model like
Cura in a commercial cloud setting. First of all, a global opti-
mization model such as Cura brings additional responsibil-
ity to the cloud provider in meeting the SLA requirements
for the jobs and to the customers. Though the proposed
model is not a must for cloud service providers to function,
they can obtain significant benefits by offering such a
model. While this model brings attractive cost benefits to
both customers and cloud providers, we would need appro-
priate incentive models for both cloud providers and cus-
tomers in order to function symbiotically. The emergence of
new cloud managed models in commercial services (such
as Google Big Query [34]) suggests that the additional man-
agement overhead on the cloud providers might be quite
practical given the wide range of cost benefits such models
bring. Motivated by the huge benefits of global resource
management, similar models have also been proposed in
the context of database-as-a-service [10], [11], [12] and have
been shown to be practical. Another key challenge in glob-
ally optimized resource management is that the scheduling
and resource allocation techniques need to be highly scal-
able and efficient to work in even scenarios with thousands
of servers and with tens of thousands of customer jobs. This
calls for highly scalable scheduling techniques and we
believe there is many possible future work along this direc-
tion. Finally, we also believe that resource pricing in a glob-
ally optimized cloud can be quite a challenge and needs
attention from both business perspective as well as from the
resource management perspective. When pricing models
are closely integrated with resource management techni-
ques, there are huge opportunities for scheduling techni-
ques where resource management decisions are influenced
by intimately coupled pricing models. We believe such
sophisticated models will be interesting extensions to the
Cura global resource management model.

3 CuURA: RESOURCE MANAGEMENT

In this section, we describe Cura’s core resource manage-
ment techniques. We first present Cura’s VM-aware job
scheduler that intelligently schedules jobs within the avail-
able set of VM pools. We then present our reconfiguration-
based VM pool manager that dynamically manages the VM
instance pools by adaptively reconfiguring VMs based on
current workload requirements.

3.1 VM-Aware Scheduling

The goal of the cloud provider is to minimize the infra-
structure cost by minimizing the number of servers
required to handle the data center workload. Typically
the peak workload decides the infrastructure cost for the
data center. The goal of Cura VM-aware scheduling is to
schedule all jobs within available VM pools to meet their
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deadlines while minimizing the overall resource usage in
the data center reducing this total infrastructure cost. As
jobs are incrementally submitted to the cloud, scheduling
requires an online algorithm that can place one job at a
time on an infrastructure already executing some jobs. To
better understand the complexity of the problem, we first
analyze an offline version which leads us to the design of
an online scheduler.

3.1.1  Offline VM-Aware Scheduling

In the offline VM-aware scheduling problem, we assume
that information about the jobs, their arrival time and dead-
lines are known apriori and the goal of the algorithm is to
schedule all jobs to meet their deadline by appropriately
provisioning VM clusters and to minimize the overall
resource usage in the cloud. We assume each job, J; is pro-
filed when it first goes to production and based on the pro-
file it has a number of predictions across various cluster
configurations, C*" in terms of instance types denoted by k
and number of VMs denoted by n. Let tymiva(J;) and
tdeadiine(J;) denote the arrival time and deadline of job, J;
respectively. The running time of the job, J; using the clus-
ter configuration, C*" is given by t,,,(J;,C*") and it
includes both execution time and the time for loading data
into the HDFS. Cost(J;, C*") represents the resource usage
cost of scheduling job, J; using the cluster configuration,
C*". Precisely, the cost, Cost(J;, C*") represents the product
of the number of physical servers required to host the vir-
tual cluster, C*" and the running time of the job,
trun (Ji, CF1). If Ry, represents number of units of physical
resources in VM type, k and if each physical server has M
units of physical resources®, the resource usage cost can be
computed as:

, R
Cost(J;, C*m) = trun (Ji, CF7) x 7\4 k)

Handling prediction errors. Additionally, ¢,,,(J;, C”“")
includes an error bound in the prediction to ensure that the
job will complete within its deadline even when there is pre-
diction error. This error can also account for deviations in
predicted running time due to interference among multiple
MapReduce jobs when they execute in parallel. If
tactuatrun (Ji, C¥") represents the actual running time and if
terror(Jis Crp) represents the error bound in the predicted
running time, we have

trun(Ji, C™") = tactuatrun (Ji C*") + tepror(Ji, CM).

This conservative estimate of tmn(,],;,Ck’") guarantees that
the job completes execution even when there is prediction
error.

Let tgq¢(J;) be the actual starting time of the job, J; and
therefore the end time of job, J; is given by

4. Though we present a scalar capacity value, VM resources may
have multiple dimensions like CPU, memory and disk. To handle
this, our model can be extended to include a vector of resources or
compute dimensions can be captured in a scalar value, e.g. the volume
metric [13].
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tend(Ji) = tstart(']i) + Z qun X tmm(‘]ia Ck’n)>
k,n

where X" is a Boolean variable indicating if job, J; is
scheduled using the cluster configuration, C*" and

Vi, Y X[ =1

kn

In order to ensure that all jobs get completed within their
deadlines, we have

Via tcnd(Ji) S tdcudli?Lc(Ji)~

The sum of concurrent usage of VMs among the running
jobs is also constrained by the number of VMs, V;, in the VM
pools where k represents the VM type. If S! is a Boolean var-
iable indicating if job, J; is executing at time, ¢, we have

St _ 1 if tstart (Jl) S t S tend(Ji)
¢ 0 otherwise

AT <S,f XY (X x n)> < V.

n

With the above constraints ensuring that the jobs get sched-
uled to meet deadlines, now the key optimization is to mini-
mize the overall resource usage cost of all the jobs in the
system.

Overallcost = min Z Cost(J;, CF") x XFn,

i,kn

An optimal solution for this problem is NP-Hard with a
reduction from the known NP-Hard multi bin-packing
problem [21] with additional job moldability constraints.
Therefore, we use a heuristics based VM-aware scheduler
which is designed to work in an online fashion.

3.1.2 Online VM-Aware Scheduler

Given VM pools for each VM instance type and continually
incoming jobs, the online VM-aware scheduler decides (a)
when to schedule each job in the job queue, (b) which VM
instance pool to use and (c) how many VMs to use for the
jobs. The scheduler also decides best Hadoop configuration
settings to be used for the job by consulting the profile and
analyze service.

Depending upon deadlines for the submitted jobs, the
VM-aware scheduler typically needs to make future reser-
vations on VM pool resources (e.g. reserving 100 small
instances from time instance 100 to 150). In order to main-
tain the most agility in dealing with incrementally incoming
jobs and minimizing the number of reservation cancella-
tions, Cura uses a strategy of trying to create minimum
number of future reservations without under-utilizing any
resources. For implementing this strategy, the scheduler
operates by identifying the highest priority job to schedule at
any given time and creates a tentative reservation for
resources for that job. It then uses the end time of that job’s
reservation as the bound for limiting the number of reserva-
tions i.e. jobs in the job queue that are not schedulable (in
terms of start time) within that reservation time window are
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not considered for reservation. This ensures that we are not
unnecessarily creating a large number of reservations which
may need cancellation and rescheduling after another job
with more stringent deadline enters the queue.

A job J; is said to have higher priority over job J; if the
schedule obtained by reserving job J; after reserving job J;
would incur higher resource cost compared to the schedule
obtained by reserving job J; after reserving J;. The highest
priority job is chosen such that it will incur higher overall
resource usage cost if the highest priority job is deferred as
compared to deferring any other job. Concretely, if
Cost(J;, J;) denotes the resource usage cost of the schedule
obtained by reserving job J; after reserving job J; and Jlist
represents the job queue, then the highest priority job is cho-
sen as the job J; that maximizes the following.

COSt(Jj, Jl) - COSt(Jl', Jj)

Jjedlist

For a job, the least cost cluster configuration (VM type, num-
ber of VMs) at a given time is found based on the perfor-
mance predictions developed for the job during the profile
and analyze phase. It is essentially the lowest cost cluster
configuration that can meet the jobs deadline and for which
resources are available.

For each VM pool, the algorithm picks the highest prior-
ity job, Jyrior in the job queue and makes a reservation for it
using the cluster configuration with the lowest possible
resource cost at the earliest possible time based on the per-
formance predictions obtained from the profile and analyze
service. Note that the lowest resource cost cluster configura-
tion need not be the job’s optimal cluster configuration (that
has lowest per-job cost). For instance, if using the job’s opti-
mal cluster configuration at the current time cannot meet the
deadline, the lowest resource cost cluster will represent
the one that has the minimal resource usage cost among all
the cluster configurations that can meet the job’s deadline.

Once the highest priority job, J,, is reserved for all VM
pools, the reservation time windows for the corresponding
VM pools are fixed. Subsequently, the scheduler picks the
next highest priority job in the job queue by considering pri-
ority only with respect to the reservations that are possible
within the current reservation time windows of the VM
pools. The scheduler keeps on picking the highest priority job
one by one in this manner and tries to make reservations to
them on the VM pools within the reservation time window.
Either when all jobs are considered in the queue and no more
jobs are schedulable within the reservation time window or
when the reservations have filled all the resources until the
reservation time windows, the scheduler stops reserving.

Then at each time instance, the scheduler picks the reser-
vations for the current time and schedules them on the VM
pools by creating Hadoop clusters of the required sizes in the
reservation. After scheduling the set of jobs that have reser-
vation starting at the current time, the scheduler waits for
one unit of time and considers scheduling for the next time
unit. If no new jobs arrived within this one unit of time, the
scheduler can simply look at the reservations made earlier
and schedule the jobs that are reserved for the current time,
however, if some new jobs arrived within the last one unit of
time, then the scheduler needs to check if some of the newly

IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL.26, NO.5, MAY 2015

arrived jobs have higher priority over the reserved jobs and
in that case, the scheduler may require to cancel some exist-
ing reservations to reserve some newly arrived jobs that
have higher priority over the ones in the reserved list.

If the scheduler finds that some newly arrived jobs take
priority over some jobs in the current reservation list, it first
tries to check if the reservation time window of the VM pools
need to be changed. It needs to be changed only when some
newly arrived jobs take priority over the current highest pri-
ority job of the VM pools that decides the reservation time
window. If there exists such newly arrived jobs, the algo-
rithm cancels all reserved jobs and moves them back to the
job queue and adds all the newly arrived jobs to the job
queue. It then picks the highest priority job, J,., for each
VM pool from the job queue that decides the reservation
time window for each VM pool. Once the new reservation
time window of the VM pools are updated, the scheduler
considers the other jobs in the queue for reservation within
the reservation time window of the VM pools until when
either all jobs are considered or when no more resources are
left for reservation. In case, the newly arrived jobs do not
have higher priority over the time window deciding jobs but
have higher priority over some other reserved jobs, the
scheduler will not cancel the time window deciding reserva-
tions. However, it will cancel the other reservations and
move the jobs back to the job queue along with the new jobs
and repeat the process of reserving jobs within the reserva-
tion time windows from the job queue in the decreasing
order of priority. For a data center of a given size, assuming
constant number of profile and analyze predictions for each
job, it can be shown that the algorithm runs in polynomial
time with O(n?) complexity. We present a complete pseudo-
code for this VM-aware scheduler in Appendix A, which can
be found on the Computer Society Digital Library at http://
doi.ieeecomputersociety.org/10.1109/TPDS.2014.2320498.

While even a centralized VM-aware scheduler scales well
for several thousands of servers with tens of thousands of
jobs, it is also straight forward to obtain a distributed imple-
mentation to scale further. As seen from the pseudocode,
the main operation of the VM-aware scheduler is finding
the highest priority job among the n jobs in the queue based
on pairwise cost comparisons. In a distributed implementa-
tion, this operation can be distributed and parallelized so
that if there are n jobs in the queue, the algorithm would
achieve a speed up of z with = parallel machines, each of
them performing 2 pairwise cost comparisons.

Fig. 3a shows an example VM-aware schedule obtained
for 15 jobs using 40 VMs in each VM type, VM-1, VM-2 and
VM-3. Here we assume that jobs 1,2, 5, 6,7, 8,9, 10, 11, 13,
15 have their optimal cluster configuration using VM-1 and
jobs 3, 12, and 14 are optimal with VM-2 and job 4 is optimal
with VM-3. Here, the VM-aware scheduler tries its best
effort to minimize the overall resource usage cost by provi-
sioning the right jobs in the right VM types and using the
minimal cluster size required to meet the deadline require-
ments. However, when the optimal choice of the resource is
not available for some jobs, the scheduler considers the next
best cluster configuration and schedules them in a cost-
aware manner. A detailed illustration of this example with
cost comparisons is presented in Appendix B, available in
the online supplemental material.
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Fig. 3. Scheduling in Cura.

3.2 Reconfiguration-Based VM Management
Although the VM-aware scheduler tries to effectively mini-
mize the global resource usage by scheduling jobs based on
resource usage cost, it may not be efficient if the underlying
VM pools are not optimal for the current workload charac-
teristics. Cura’s reconfiguration-based VM manager under-
stands the workload characteristics of the jobs as an online
process and performs online reconfiguration of the underly-
ing VM pools to better suit the current workload. For exam-
ple, the VM pool allocation shown in Fig. 2 can be
reconfigured as shown in Fig. 4 to have more small instan-
ces by shutting down some large and extra large instances if
the current workload pattern requires more small instances.
The reconfiguration-based VM manager considers the
recent history of job executions by observing the jobs that
arrived within a period of time referred to as the reconfigu-
ration time window. For each job, J; arriving within the
reconfiguration time window, the reconfiguration algorithm
understands the optimal cluster configuration, Coy(.J;).
Concretely, the running time of the jobs under a given clus-
ter configuration is predicted by the profile and analyze
tool. Based on the amount of resources in the cluster config-
uration (i.e number of VMs and configuration of each VM)
and the running time, Cura computes the total resource cost
as described in Section 3.1.1. Cura uses this information to
find the optimal cluster configuration as the one which min-
imizes this resource usage cost while being able to complete
the job within its deadline. The reconfiguration manager
understands the current demands for each VM instance
type in terms of the average number of VMs required for
each VM type in order to successfully provision the optimal
cluster configuration to the jobs observed in the reconfigura-
tion time window. At the end of the reconfiguration time
window period, the algorithm decides on the reconfigura-
tion plan by making a suitable tradeoff between the perfor-
mance enhancement obtained after reconfiguration and the

cost of the reconfiguration process. If Yik"” is a Boolean vari-

able indicating if C*" is the optimal cluster configuration
for job, J;, then the proportion of physical resources, P, to

Pool of extra
large instances

Pool of Large
instances

Pool of small
instances

Fig. 4. Reconfiguration-based VM management.
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be allocated to each VM type k can be estimated based on
the cumulative resource usage in each VM pool computed
as the product of total running time of the jobs and the size
of the cluster used:

Zi,n (t7'un(=]i7 Copt(Ji)) X 1 X Yik.n)
Ei,k,n (trun(Ji, Copt(li)) X n X Y;k’") .

P =

The total physical resources, R in the cloud infrastruc-
ture can be obtained as

Rtotal _ Z ‘/k % Rk7
k

where R, represents the physical resource in VM type, k,
and Vj, is the number of VMs in the existing VM pool of
type k. Therefore, the number of VMs, V} in the new recon-
figured VM pools is given by

Such reconfiguration has to be balanced against the cost of
reconfiguration operations (shutting down some instances
and starting others). For this, we compute the benefit of
doing such reconfiguration. The overall observed cost repre-
sents the actual cumulative resource cost of the jobs exe-
cuted during the reconfiguration time window using
existing VM pools. Here, Z;"" is a Boolean variable indicat-

ing if the job .J; used the cluster configuration, C*"

Overallcost ppserved = Z Cost(J;, CF") x Zf "

i,k,n

Next, we compute the estimated overall cost with new VM
pools assuming that the jobs were scheduled using their
optimal cluster configurations, C,,(J;). Reconfiguration
benefit, Recon fyenesi is then computed as the difference
between the two

Overallcost qstimate = Z Cost ( Ji, Copt (JL ) )

Recon fyepefit = Overallcostesimate — Overallcost yepa-

Assuming the reconfiguration process incurs an average
reconfiguration overhead, Recon foyerhead that represents the
resource usage spent on the reconfiguration process for
each VM that undergoes reconfiguration, the total cost of
reconfiguration is obtained as

Reconfcost = Z ‘(‘/k/ - W)| X Reconfowrhcad-
k
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The algorithm then triggers the reconfiguration process only
if it finds that the estimated benefit exceeds the reconfigura-
tion cost by a factor of B, i.e., if Recon fienefit > Bx Recon feos
where B > 1. As Recon fyenefir Only represents an estimate of
the benefit, g is often chosen as a value greater than 1. When
the reconfiguration process starts to execute, it shuts down
some VMs whose instance types needs to be decreased in
number and creates new VMs of the instance types that
needs to created. The rest of the process is similar to any
VM reconfiguration process that focuses on the bin-packing
aspect of placing VMs within the set of physical servers dur-
ing reconfiguration [13], [36].

Continuing the example of Fig. 3, we find that the basic
VM-aware scheduler in Fig. 3a without reconfiguration sup-
port schedules jobs 5, 6, 8, 13, 15 using VM-2 and VM-3
types even though they are optimal with VM-1, The recon-
figuration based VM-aware schedule in Fig. 3b provisions
more VM-1 instances (notice changed Y-axis scale) by
understanding the workload characteristics and hence in
addition to the other jobs, jobs 5, 6, 8 13 and 15 also get
scheduled with their optimal choice of VM-type namely
VM-1, thereby minimizing the overall resource usage cost
in the cloud data center. The detailed schedule for this case
is explained in Appendix B, available in the online supple-
mental material, for interested readers.

4 EXPERIMENTAL EVALUATION

We divide the experimental evaluation of Cura into two—
first, we provide detailed analysis on the effectiveness of
Cura compared to conventional MapReduce services and
then we present an extensive micro analysis on the different
set of techniques in Cura that contribute to the overall per-
formance. We first start with our experimental setup.

4.1 Experimental Setup

Cluster setup. Our profiling cluster consists of 20 CentOS 5.5
physical machines (KVM as the hypervisor) with 16 core
2.53 GHz Intel processors and 16 GB RAM. The machines
are organized in two racks, each rack containing 10 physical
machines. The network is 1 Gbps and the nodes within a
rack are connected through a single switch. We considered
six VM instance types with the lowest configuration starting
from two 2 GHz VCPUs and 2 GB RAM to the highest con-
figuration having 12 2 GHz VCPUs and 12 GB RAM with
each VM configuration differing by two 2 GHz VCPUs and
2 GB RAM with the next higher configuration.

Workload. We created 50 jobs using the Swim MapReduce
workload generator [30] that richly represent the character-
istics of the production MapReduce workload in the Face-
book MapReduce cluster. The workload generator uses a
real MapReduce trace from the Facebook production cluster
and generates jobs with similar characteristics as observed
in the Facebook cluster. Using the Starfish profiling tool [24],
each job is profiled on our cluster setup using clusters of
VMs of all six VM types. Each profile is then analyzed using
Starfish to develop predictions across various hypothetical
cluster configurations and input data sizes.

Simulation setup. In order to analyze the performance and
cost benefits of Cura on a datacenter scale system, we devel-
oped a simulator in Java that uses the profiles and
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performance predictions developed from the real cluster.
The simulator models a cloud datacenter with servers, each
having a 16 core 2.53 GHz processors with 16 GB RAM. It
implements both the VM-aware scheduling with the instant
VM allocation and the reconfiguration-based VM manage-
ment techniques. The execution time for each job in the sim-
ulation is assumed as the predicted execution time (based
on the profiles generated from the profiling cluster) and a
prediction error which could be either a positive or negative
error within an assumed error bound.

Metrics. We evaluate our techniques on four key metrics
with the goal of measuring their cost effectiveness and per-
formance—(1) number of servers: techniques that require
more number of physical servers to successfully meet the
service quality requirements are less cost-effective; this met-
ric measures the capital expense on the provisioning of
physical infrastructure in the data center, (2) response time:
techniques that have higher response time provide poor ser-
vice quality; this metric captures the service quality of the
jobs, (3) per-job infrastructure cost—this metric represents the
average per-job fraction of the infrastructure cost; techni-
ques that require fewer servers will have lower per-job cost
and (4) effective utilization: techniques that result in poor uti-
lization lead to higher cost; this metric captures both the
cost-effectiveness and the performance of the techniques. It
should be noted that the effective utilization captures only
the useful utilization that represents job execution and does
not include the time taken for creating and destroying VMs.

Before discussing the experimental results, we briefly
discuss the set of techniques compared in the evaluation.

Per-job cluster services. Per job services are similar to dedi-
cated MapReduce services such as Amazon Elastic MapRe-
duce [14] that create clusters per job or per workflow. While
this model does not automatically pick VM and Hadoop
parameters, for a fair comparison we use Starfish to create the
optimal VM and Hadoop configuration even in this model.

Dedicated cluster services. Dedicated clusters are similar to
private cloud infrastructures where all VMs are managed
by the customer enterprises and Hadoop clusters are
formed on demand when jobs arrive. Here again the VM
and job parameters are chosen via Starfish.

Cura. Cura incorporates both the VM-aware scheduler
and reconfiguration-based VM pool management. For the
micro-analysis, we also compare the following sub-techni-
ques to better evaluate Cura: 1) Per-job Optimization tech-
nique that uses Cura’s secure instant VM allocation but
always uses the per-job optimal number of VMs and the
optimal VM type, 2) VM-aware scheduler described in
Sections 3.1 and 3) Reconfiguration based VM Management
(Section 3.2).

4.2 Experimental Results

We first present the experimental evaluation of Cura by
comparing with the existing techniques for various experi-
mental conditions determined by distribution of the job
deadlines, size of the MapReduce jobs, number of servers in
the system and the amount of prediction error in the profile
and analyze process. By default, we use a composite work-
load consisting of equal proportion of jobs of three different
categories: small jobs, medium jobs and large jobs. Small
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Fig. 5. Effect of job-deadlines.

jobs read 100 MB of data, whereas medium jobs and large
jobs read 1 and 10 GB of input data respectively. We model
Poisson job arrivals with rate parameter, A = 0.5 and the
jobs are uniformly distributed among 50 customers. The
evaluation uses 11,500 jobs arriving within a period of 100
minutes. Each of the arrived job represents one of the 50
profiled jobs with input data size ranging from 100 MB to
10 GB based on the job size category. By default, we assume
that jobs run for the same amount of time predicted in the
profile and analyze process, however, we dedicate a separate
set of experiments to study the performance of the techni-
ques when such predictions are erroneous. Note that a job’s
complete execution includes both the data loading time
from the storage infrastructure to the compute infrastruc-
ture and the Hadoop startup time for setting up the Hadoop
cluster in the cluster of VMs. The data loading time is com-
puted by assuming a network throughput of 50 MBps per
VM? from the storage server and the Hadoop startup time is
taken as 10 sec.

4.2.1 Effect of Job Deadlines

In this set of experiments, we first study the effect of job
deadlines on the performance of Cura with other techniques
(Fig. 5) and then we analyze the performance of Cura in
terms of the contributions of each of its sub-techniques
(Fig. 6). Fig. 5a shows the performance of the techniques for
different maximum deadlines with respect to number of

5. Here, the 50 MBps throughput is a conservative estimate of the
throughput between the storage and compute infrastructures based on
measurement studies on real cloud infrastructures [22].
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servers required for the cloud provider to satisfy the work-
load. Here, the deadlines are uniformly distributed within
the maximum deadline value shown on the X-axis. We find
that provisioning dedicated clusters for each customer
results in a lot of resources as dedicated clusters are based
on the peak requirements of each customer and therefore
the resources are under-utilized. On the other hand, per-job
cluster services require lower number of servers (Fig. 5a) as
these resources are shared among the customers. However,
the Cura approach in Fig. 5a has a much lower resource
requirement having up to 80 percent reduction in terms of
the number of servers. This is due to the designed global
optimization capability of Cura. Where per-job and dedicated
cluster services always attempt to place jobs based on per-
job optimal configuration obtained from Starfish, resources
for which may not be available in the cloud, Cura on the
other hand can schedule jobs using other than their individ-
ual optimal configurations to better adapt to available
resources in the cloud.

We also compare the approaches in terms of the mean
response time in Fig. 5b. To allow each compared technique
to successfully schedule all jobs (and not cause failures), we
use the number of servers obtained in Fig. 5a for each individ-
ual technique. As a result, in this response time comparison,
Cura is using much fewer servers than the other techniques.
We find that the Cura approach and the dedicated cluster
approach have lower response time (up to 65 percent).

In the per-job cluster approach, the VM clusters are cre-
ated for each job and it takes additional time for the VM crea-
tion and booting process before the jobs can begin execution
leading to the increased response time of the jobs. Similar to
the comparison on the number of servers, we see the same
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trend with respect to the per-job cost in Fig. 5c that shows
that the Cura approach can significantly reduce the per-job
infrastructure cost of the jobs (up to 80 percent). The effective
utilization in Fig. 5d shows that the per-job cluster services
and dedicated cluster approach have much lower effective
utilization compared to the Cura approach. The per-job serv-
ices spend a lot of resources in creating VMs for every job
arrival. Especially with short response time jobs, the VM cre-
ation becomes a bigger overhead and reduces the effective
utilization. The dedicated cluster approach does not create
VMs for every job instance, however it has poor utilization
because dedicated clusters are sized based on peak utiliza-
tion. But the Cura approach has a high effective utilization
having up to 7x improvement compared to the other techni-
ques as Cura effectively leverages global optimization and
deadline-awareness to achieve better resource management.

Micro analysis. Next, we discuss the performance of the
sub-techniques of Cura and illustrate how much each sub-
technique contributes to the overall performance under dif-
ferent deadlines. Fig. 6a shows that with only per-job opti-
mization (which only leverages instant VM allocation), it
requires up to 2.6 x higher number of servers compared to
using reconfiguration-based VM pool management scheme
with the VM-aware scheduler. The per-job optimization
scheduler always chooses the optimal VM type and the
optimal number of VMs for each job and in case the optimal
resources are not available when the job arrives, the sched-
uler keeps on queuing the job until the required optimal
resource becomes available when some other jobs
complete. It drops the request when it finds out that the job
cannot meet its deadline if the optimal resources are provi-
sioned. However, with the VM-aware approach, the sched-
uler will be able to still schedule the job by provisioning
higher resources in order to meet the deadline. Second,
with the per-job optimization scheduler, even when some
sub-optimal resources are available when the job is wait-
ing, they remain unused as the job is expecting to be sched-
uled only using the optimal resources. Therefore the per-
job optimization results in poor performance. The number
of servers required by the VM-aware approach is signifi-
cantly reduced by up to 45 percent servers by efficient
reconfiguration-based VM management that dynamically
manages the VMs in each VM pool. Fig. 6b shows the mean
response time of the jobs for various sub-techniques. We
find that the sub-techniques have similar response times
except for the per-job optimization case that has up to
11 percent higher mean response time. As per-job
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optimization scheduler keeps the jobs waiting until it finds
their optimal resources, it leads to higher queuing time that
causes this increase.

4.2.2 Effect of Prediction Error

This set of experiments evaluates the techniques by study-
ing the effect of inaccuracies in the performance predic-
tion. As accurate performance predictions may not always
be available, it is important that the techniques can tolerate
inaccuracies in performance prediction and yet perform
efficiently. Fig. 7 shows the comparison of the techniques
while varying the error rate from 0 to 70 percent. Here, the
mean deadline of the jobs is taken as 800 second. The error
rate means that accurate running time of the jobs can be
anywhere within the error range on both sides of the pre-
dicted value. The comparison of number of servers in
Fig. 7a shows that all the techniques require more number
of servers when the prediction error increases. The Cura
approach on an average requires 4 percent additional
number of servers for every 10 percent increase in predic-
tion error. Note that even the per-job cluster and dedicated
cluster schemes require increased number of servers as
they also decide the resource requirements based on the
performance predictions of the jobs across different cluster
configurations.

Fig. 7b shows that the response time of the techniques
decreases with increase in the error rate. While the Cura
and dedicated cluster approaches have a decrease of 4.2
and 3.7 percent respectively, the per-job cluster approach
has a decrease of only 1.4 percent for every 10 percent
increase in error rate as the major fraction of the response
time in these services is due to the VM creation process.
As error rate increases, the techniques provision more
resources to ensure that even in the worst case, when the
jobs run for the maximum possible time within the error
range, the jobs complete within the deadline. Therefore,
in cases where the job completes within the maximum
possible running time, these additional resources make
the job complete earlier than its deadline and therefore it
speeds up the execution resulting in lower response time.
The cost trend shown in Fig. 7c also shows that the tech-
niques that require fewer servers result in lower per-job
cost. Similarly the effective utilization comparison in
Fig. 7d shows similar relative performance as in Fig. 5d.

We compare the performance of the sub-techniques of
Cura under different error rates in Fig. 8. We find that the
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number of servers in Fig. 8a shows a similar relative perfor-
mance among the sub-techniques as in 7a. Here again, the
response time as shown in Fig. 8b shows that the per-job
optimization scheduler leads to higher response time due to
queue wait times and the response time of the sub-techni-
ques increases with increase in error rate.

4.2.3 Varying Number of Servers

We next study the performance of the techniques by vary-
ing the number of servers provisioned to handle the work-
load. Fig. 9a shows the success rate of the approaches for
various number of servers. Here, the success rate represents
the fraction of jobs that successfully meet their deadlines.
We find that the Cura approach has a high success rate even
with 250 servers, whereas the per-job cluster approach
obtains close to 100 percent rate only with 2,000 servers.
Fig. 9b shows that the response time of successful jobs in
the compared approaches show a similar trend as in Fig. 5b
where the Cura approach performs better than the per-job
cluster services.
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4.2.4 Varying Job Sizes

This set of experiments evaluates the performance of the
techniques for various job sizes based on the size of input
data read. Note that small jobs process 100 MB of data,
medium jobs process 1 GB of data and large and extra large
jobs process 10 and 100 GB of data respectively. Also small,
medium and large jobs have a mean deadline of 100 second
and the extra large jobs have a mean deadline of 1,000 sec-
ond as they are long running. We find that the performance
in terms of number of servers in Fig. 10a has up to 9x
improvement for the short and medium jobs with Cura
approach compared to the per-job cluster approach. It is
because in addition to the VM-aware scheduling and recon-
figuration-based VM management, these jobs benefit the
most from the secure instant VM allocation as these are
short jobs. For large and extra large jobs, the Cura approach
still performs significantly better having up to 4x and 2x
improvement for large and extra large jobs compared to the
per-job cluster services. The dedicated cluster service
requires significantly higher resources for large jobs as the
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peak workload utilization becomes high (its numbers signif-
icantly cross the max Y-axis value). This set of experiments
show that the global optimization techniques in Cura are
not only efficient for short jobs but also for long running
batch workloads.

The response time improvements of Cura and dedicated
cluster approach in Fig. 10b also show that the improvement
is very significant for short jobs having up to 87 percent
reduced response time and up to 69 percent for medium
jobs. It is reasonably significant for large jobs with up to 60
percent lower response time and extra large jobs with up to
30 percent reduced response time. The cost comparison in
Fig. 10c also shows a similar trend that the Cura approach,
although is significantly effective for both large and extra
large jobs, the cost reduction is much more significant for
small and medium jobs.

The sub-technique comparison of Cura for various job
types in terms of number of servers is shown in Fig. 11a.
We find that the sub-techniques have impact on all kind of
jobs irrespective of the job size. While secure instant VM
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allocation contributes more to the performance of the small
jobs compared to large jobs, the sub-techniques in Cura have
equal impact on the overall performance for all job categories.
The response time comparison of the sub-techniques in
Fig. 11b shows that the sub-techniques have similar response
time, however, for large and extra large jobs, the per-job opti-
mization leads to increased response time by up to 24.8 per-
cent as large jobs in the per-job optimization require incur
longer waiting time in the queue as they often request more
resources that may not be immediately available.

4.3 Effect of Deadline Distribution

In Fig. 12, we study the effect of different distributions of
deadline on the performance of Cura for different mean
deadlines. In Fig. 12a, we find that both the Poisson and
uniform distributions require similar number of servers
whereas the exponential deadline distribution requires up
to 30 percent additional servers as there are more jobs
with shorter deadlines in the exponential distribution. The
response time comparison in Fig. 12b shows that irrespective
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of the deadline distribution, the jobs have more or less simi-
lar response time.

5 RELATED WORK

Resource allocation and job scheduling. There is a large body of
work on resource allocation and job scheduling in grid and
parallel computing. Some representative examples of
generic schedulers include [37], [38]. The techniques pro-
posed in [39], [40] consider the class of malleable jobs where
the number processors provisioned can be varied at run-
time. Similarly, the scheduling techniques presented in [41],
[42] consider moldable jobs that can be run on different
number of processors. These techniques do not consider a
virtualized setting and hence do not deal with the chal-
lenges of dynamically managing and reconfiguring the VM
pools to adapt for workload changes. Therefore, unlike
Cura they do not make scheduling decisions over dynami-
cally managed VM pools. Chard et al. present a resource
allocation framework for grid and cloud computing frame-
works by employing economic principles in job scheduling
[45]. Hacker and Mahadik propose techniques for allocating
virtual clusters by queuing job requests to minimize the
spare resources in the cloud [46]. Recently, there has been
work on cloud auto scaling with the goal of minimizing cus-
tomer cost while provisioning the resources required to pro-
vide the needed service quality [43]. The authors in [44]
propose techniques for combining on demand provisioning
of virtual resources with batch processing to increase sys-
tem utilization. Although the above mentioned systems
have considered cost reduction as a primary objective of
resource management, these systems are based on either
per-job or per-customer optimization and hence unlike
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Cura, they do not lead to a globally optimal resource
management.

MapReduce task placement. There have been several efforts
that investigate task placement techniques for MapReduce
while considering fairness constraints [17], [32]. Mantri tries
to improve job performance by minimizing outliers by mak-
ing network-aware task placement [3]. Similar to Yahoo's
capacity scheduler and Facebook’s fairness scheduler, the
goal of these techniques is to appropriately place tasks for
the jobs running in a given Hadoop cluster to optimize for
locality, fairness and performance. Cura, on the other hand
deals with the challenges of appropriately provisioning the
right Hadoop clusters for the jobs in terms of VM instance
type and cluster size to globally optimize for resource cost
while dynamically reconfiguring the VM pools to adapt for
workload changes.

MapReduce in a cloud. Recently, motivated by MapRe-
duce, there has been work on resource allocation for data
intensive applications in the cloud context [18], [33]. Quincy
[18] is a resource allocation system for scheduling concur-
rent jobs on clusters and Purlieus [33] is a MapReduce cloud
system that improves job performance through locality opti-
mizations achieved by optimizing data and compute place-
ments in an integrated fashion. However, unlike Cura these
systems are not aimed at improving the usage model for
MapReduce in a cloud to better serve modern workloads
with lower cost.

MapReduce profile and analyze tools. A number of MapRe-
duce profiling tools have been developed in the recent past
with an objective of minimizing customer’s cost in the cloud
[4], [5], [23], [28], [29]. Herodotou and Babu developed an
automated performance prediction tool based on their pro-
file and analyze tool Starfish [24] to guide customers to
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choose the best cluster size for meeting their job require-
ments [26]. Similar performance prediction tool is devel-
oped by Verma et al. [29] based on a linear regression
model with the goal of guiding customers to minimize cost.
Popescu et al. developed a technique for predicting runtime
performance for jobs running over varying input data set
[28]. Recently, a new tool called Bazaar [27] has been devel-
oped to guide MapReduce customers in a cloud by predict-
ing job performance using a gray-box approach that has
very high prediction accuracy with less than 12 percent pre-
diction error. However, as discussed earlier, these job opti-
mizations initiated from the customer-end may lead to
requiring higher resources at the cloud. Cura while leverag-
ing existing profiling research, addresses the challenge of
optimizing the global resource allocation at the cloud pro-
vider-end with the goal of minimizing customer costs. As
seen in evaluation, Cura benefits from both its cost-opti-
mized usage model and its intelligent scheduling and online
reconfiguration-based VM pool management.

6 CONCLUSIONS

This paper presents a new MapReduce cloud service model,
Cura, for data analytics in the cloud. We argued that exist-
ing cloud services for MapReduce are inadequate and ineffi-
cient for production workloads. In contrast to existing
services, Cura automatically creates the best cluster configu-
ration for the jobs using MapReduce profiling and leverages
deadline-awareness which, by delaying execution of certain
jobs, allows the cloud provider to optimize its global
resource allocation efficiently and reduce its costs. Cura also
uses a unique secure instant VM allocation technique that
ensures fast response time guarantees for short interactive
jobs, a significant proportion of modern MapReduce work-
loads. Cura’s resource management techniques include
cost-aware resource provisioning, VM-aware scheduling
and online virtual machine reconfiguration. Our experimen-
tal results using jobs profiled from realistic Facebook-like
production workload traces show that Cura achieves more
than 80 percent reduction in infrastructure cost with 65 per-
cent lower job response times.
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