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1 Introduction: The Challenge of the Open Corpus Hyperspace

The Web becoming a de-facto standard platform for providing various kinds of educational material
to support teaching in a university or a technical training company. One of the greatest benefits of the
Web is that the course material created to support a specific course no longer remains the only
educational material that the students can use during the course (as it used to be at the time of
“standalone” and CD ROM-based course materials). For almost any subject area a large variety of
relevant educational material can now be found on the Web. This material ranges from free tutorials on
different subjects to case studies to simulations and animations. Unlike well-structured homogeneous
closed corpus course material, the open corpus Web material is very heterogeneous and never structured
to meet the needs of a particular course. The challenge the “Web age” courseware authors is to let the
students of their courses to benefit from the availability of open corpus material by building “bridges”
from closed to open corpus material. Unfortunately, modern courseware authoring tools such as
provided by Blackboard (1), WebCT (20) and other courseware management systems offer little support
for including open corpus educational material into the course content. The only function that is
supported by the majority of modern courseware management systems is the ability to create a named
link from a specific node in the closed corpus hyperspace (usually known as “External links” page) to
most relevant points in the open corpus hyperspace. This can hardly be considered as an adequate level
of support and we had a very good chance to learn it ourselves.

While creating Web-based course material for a course on Programming and Data Structures based
on C programming language we put special efforts on bringing free high-quality Web open corpus
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material closer to the students. We have found about 10 good C language tutorials on the Web – all of
them well organized as hierarchical “hyper-textbooks”. Different tutorials used different presentation
styles and championed different aspects of the course. It was quite clear for us that these free tutorials
provide an excellent complement for the rather expensive course C book, often presenting some features
of the language better than the book or in a way more suitable for some subclass of the students. Using
Blackboard “external links” tool, we have provided links to the root nodes of all these tutorials from one
of the top pages in our hypertextual learning material. These tutorials were also recommended several
times during the lectures. To see which tutorial the students most often visited we used an option to
trace the usage of the links to the tutorials provided by Blackboard system. To our greatest surprise, an
analysis of user navigation logs provided by Blackboard showed a stunning thing – the users were not
using these tutorials at all.

Indeed, the free tutorials included very helpful information, but the path to this information in the
hyperspace is clearly too complicated for the students. For example, a student who was not completely
happy with our learning material on while loops may benefit from a different presentation of this
concept in one of the Web tutorials. To get to the right page, the user need to navigate from the current
page to the page with roots of all tutorials (a few clicks), then descend down the tutorial hierarchy (a
few more clicks and some tough decisions to make in choosing the proper link). To check helpful pages
in several tutorials, this process has to be repeated several times. None of the students in our class was
able or willing to do it.

This discovery provided a motivation and a research challenge for the work presented in this paper.
Our goal was to provide a better bridge from closed corpus to open corpus educational material than is
offered by existing Web-based educational systems. We wanted to make the path from a close corpus
page to relevant open corpus pages as short as possible while avoiding manual linking. It was clear that
manual linking approaches could hardly help a single teacher to provide links to hundreds of relevant
open corpus pages. In our earlier work (5; 18) we have explored several ways of non-manual linking in
the context of educational hypertext. Our paper (4) provides a comprehensive analysis of existing
linking approaches such as dynamic linking, automated linking, similarity-based navigation, and
concept-based navigation and suggests a new map-based navigation approach. A map-based approach
provides the power of mediated navigation similarly to concept-based navigation (5) while excluding
manual authoring as in automatic linking (18). While working on the map-based approach, we have
explored the use of landmarks in map-based navigation and realized that the proper use of landmarks in
the context of information maps can provide a good solution to the problem of supporting closed to
open corpus navigation.

This paper investigates the use of information maps and landmarks to bridge the gap between closed
and open corpus educational hypermedia. We start with examining a real world scenario of solving
navigation problems using maps and landmarks. This scenario served as a motivation for our work. The
core part of the paper presents the Knowledge Sea system that implements landmark-based navigation -
an approach to support closed to open corpus navigation that we have developed. After that, we describe
briefly the mechanism behind this approach. At the end we analyze results of a classroom study of
Knowledge Sea system and discuss similar and future work.

2 Bridging the Gap Between Closed and Open Corpus Hyperspace Using Maps
and Landmarks

The situation of navigation from known to unknown objects is not completely unique for Web-based
education. It occurs quite often in a real world. Imagine the following scenario. You have one free day
after a conference in London. Your plan is to spend several hours in one of the famous London art
museums, have a nice lunch, and then embark on a double-decker bus tour. As an art lover, you know
several London’s art museums and have probably already chosen the one to visit. The problem now is to
locate a reasonable restaurant nearby. What kind of navigation tools you will use if you are not familiar
with local restaurants? A typical tool that you can find in a number of guidebooks is a long list of
restaurants with addresses and brief descriptions. The best guidebooks will have this list hierarchically
organized by the kind of food and by city area and even extended with some additional “metadata”
(price range, rating). However, even the best guidebook alone is not a very good navigation tool for



7/2/2003

3 of 16

your task because it is hard for a casual visitor to figure out how close to a museum of your choice each
listed restaurant is located. The proper tool is a typical tourist map where famous museums and other
objects of interests are shown as iconic landmarks and restaurants are shown as numbered bullets of
some shape and color. These numbers corresponds to restaurant names provided on the back of the map
or in a separate booklet. Since the map places museums and restaurants in the same 2-dimensional
space, it is very easy to find 4-5 restaurants that are located close to the museum, check their
descriptions in the guidebook, and make a choice. Moreover, if you will find two equally attractive
places to eat, you may use a map to choose one that is located on the way to your next destination - the
nearest stop of a double-decker tour bus (these stops are probably also shown as landmarks on your
map).

In more general terms, in this example, you were able to navigate successfully from a known closed
corpus  object (museum) to a relevant “nearby” object from an unknown open corpus group
(restaurants). Instead of using a hierarchical navigational structure (guidebook) to examine open corpus
objects one by one, you have used a 2-dimensional map. The map naturally placed geographically close
open and closed corpus objects together and provided additional navigation support by showing closed
corpus objects as landmarks.

The “London” scenario provides a good metaphor for our key idea of connecting closed corpus
educational material with open corpus material using maps and landmarks. It is quite common in
Information Science to consider documents as objects in information space where spatial distance
between objects represents their semantic similarity. In this information space, known closed corpus
objects (for example, handouts for different lectures) are similar to art museums in the London scenario.
They work as landmarks and serve as starting points for navigation. Unknown open corpus pages (such
as multiple tutorial pages from external sites) are similar to restaurants and serve as targets of
navigation. The goal is also similar – find tutorial pages that are semantically close to a particular
lecture. While in each particular tutorial the pages are typically organized in a navigational hierarchy,
this organization is no more helpful for locating relevant tutorial pages than the listing of restaurants is
helpful in the London scenario for locating a nearby restaurant.  What can really help; is a 2-
dimensional semantic map of the information space that places lecture handouts and tutorial pages on
the same plane so that semantically similar objects are located close to each other. With the help of the
map and lecture landmarks, tutorial pages similar to the selected lecture can be located almost instantly.

The key idea of our work presented in this paper to apply a navigation approach that human use so
successfully in real world spatial navigation to the case of closed to open corpus information space
navigation. We attempted to replace an inefficient “list-based” navigation with a landmark-based
navigation using a 2-dimensional semantic map of the information space. The key challenge for
implementing this idea was to find a technology that can create a 2-dimensional spatial map of
information space placing similar documents close to each other on a map. This technology should be
able to process at least several thousands of open and closed corpus documents relatively fast with
minimal or no manual processing of the open corpus documents. Two relevant technologies that are
most popular in Information Retrieval are spring-embedding visualization (10) and self-organized maps
(11), however, none of them provides a perfect solution. The former has problems with processing large
number of documents and the latter has lower precision since it can only produce grid-level maps.

For our work we have selected the self-organized maps (SOM) technology since the ability to
process large number of documents was more important than precision. In addition, we already had a
positive experience with this technology. SOM is a system where simple processing units (the neurons)
are organized in a lattice. The SOM "learns" how to organize a set of documents during the so-called
learning stage and then it is ready to automatically sort any number new documents. In our Knowledge
Sea system introduced in the next section, the SOM was trained using pages from three C tutorials and
then used to automatically place the landmarks (closed corpus documents) and pages from the
remaining tutorials (open corpus documents) on the map.

3 Navigating the Knowledge Sea

Knowledge Sea is a system that implements landmark-based navigation approach in a mixed corpus
educational hypermedia using semantic maps. Mixed corpus educational hypermedia includes some
traditional closed corpus educational hypermedia material that was specially designed for the needs of a
particular course and large portions of an open corpus Web material that is relevant for the course, but
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was not designed for it. The challenge is to provide navigation links from closed corpus pages to
relevant open corpus pages, as well as between different open corpus pages. We have investigated the
problem in the context of creating a supportive Web resource for a typical university class on C
programming. In this context, the most often used closed corpus Web-based resource is simply a set of
lecture slides – one stack for every lecture. The most easily available open corpus resources are
hypertextual C tutorials. As we have mentioned, hierarchical navigation in this context does not work: it
was useless just to point the users to the roots of these tutorials. We have developed Knowledge Sea
system to help the user to navigate from lectures to relevant tutorial pages and between them.

Figure 1: Components of the Knowledge Sea interface. From the semantic map (top) the user could
navigate to a landmark object (lecture slides, bottom right) or choose to explore non-landmark objects

located in a particular cell (list of links to relevant tutorial pages, bottom left).

The core of the Knowledge Sea is a two-dimensional semantic map of educational resources (Figure
1, top). Each cell of the map hosts a set of educational resources. As required by our landmark-based
navigation approach, the map is organized in a way that resources that are semantically related are close
to each other on the map. Resources located in the same cell are considered very similar. Resources
located in directly connected cells are reasonably similar and so on. The map is built using a neural
network technology described in the next section. Each cell displays a set of keywords describing the
area covered by the cell and landmarks situated in this cell. Landmarks are shown as recognizable links
to landmark objects. For the case of lecture-to-tutorial navigation, landmarks are lectures and a
landmark link brings the user to the slides of the corresponding lecture (Figure 1, right).

Following the case of real maps, non-landmark resources are not explicitly shown on the map, but
their presence in the cell is clearly indicated. On real maps these resources are shown as properly
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positioned bullets with “links” (i.e., numbers) to their description usually provided on the back of the
map. This way allows the user to see the presence of objects in a particular area, their density, and
relative position in the area. For maps built with SOM we can’t use the same approach because SOM
does not position a resource within a cell. Still, we wanted to show the presence and the density of
objects in the area of each cell. To show a presence of non-landmark resources in the cell, the map
shows a red bullet on the cell surface. To show the density of open corpus resources in the cell, we use a
different metaphor also borrowed from “real world” maps. Geographic maps commonly show the depth
of the ocean in a particular point (i.e., the amount of water under the ocean surface) by using several
shades of blue. Following this metaphor, we treat the number of resource pages lying "under" the cell as
the "depth of the information sea" at this point and use four shades of blue to show it. The cell with
minimum number Rmin of resources is shown in the lightest blue color. The cell with maximum number
Rmax of resources is shown in the darkest blue color. For the rest of the cells, the interval between Rmin

and Rmax is split into 4 subintervals and one of the four shades of blue is selected according to the
interval the number of resources in the call falls in. The resulting map represents a variable depth of the
information sea in different areas of the map. To promote the “sea” metaphor, we named the system
Knowledge Sea.

Figure 2: The Knowledge Sea map serves as a mediator to help the user navigate from recognizable
closed corpus resources to similar open corpus resources.

The whole set of resources "under" the cell can be observed by zooming in (we call it "diving"). A
click on the red dot opens a cell content window (bottom left on Figure 1) that provides a list of links to
all resources (tutorial pages) located in this cell. A click on any of these links will open a resource-
browsing window with the selected relevant tutorial page. This page is loaded "as is" from its original
URL. It is visualized in another window in order to allow the user to navigate within the tutorial and
easily go back to the map. A user can browse this page and use it as a starting point to navigate area of
interest in the tutorial.

The map serves as a mediator to help the user navigate from recognizable closed corpus resources to
similar open corpus resources (Figure 2) in a way that is quite similar to our real life London scenario.
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Imagine, for example, that the user is interested to find some additional information on the topic of
lecture 14 (devoted to pointers). On the semantic map this material should be located close to the area
indicated by the lecture 14 landmark. The first place to look is the “close neighborhood”: the cell where
the landmark is located. Additional material can be found in the nearby cells. Moreover, topological
features of our semantic map can help the user to find material that can enhance the topic of the lecture
in some particular direction: the cells that are close to the original cell provide several possible
directions to deviate. For example the material related to memory usage in the context of pointers is
located underneath of the cell with L14 mark. The links to other critical resources shown on the map can
help to select the right direction for deviation. For example, a good place to look for a material that can
connect the content of lectures 14 and 16 (devoted to structures) is a cell between cells where L14 and
L16 landmarks are shown. This is very similar to the case of selecting a restaurant on the way from the
visited museum to the nearest stop of the tour bus. This is a strong benefit of a mediated navigation with
a map that preserves the topology of the mapped space (both geographic maps and SOM maps preserve
the topology). Instead of navigating from one page directly to another page, the user moves from a page
to a mediator – the semantic map – that helps the user to select the page related to the original in the
“right” sense (Figure 2).

We expect that our semantic map can help the user to navigate as any regular map, enabling the user
to involve spatial orientation and visual memory. On the surface of the map, the keywords work as
legend and the links to recognizable closed corpus resources work as landmarks providing both
orientation support and navigation support. Together, keywords, landmarks, and resource indicators
give an idea of the material organized by the map and help the user to locate the relevant area of the
map.

To better accommodate to different information needs of the users (i.e., understanding of the
information space organization or search for a particular resource) we have provided several versions of
information space maps that differ in the level of details. The version shown on Figure 1 is the most
concise and the smallest one: only two keywords of each cell is shown and only the lecture number
identifies the link to lecture slides. The more detailed map contains six keywords and the number of the
lecture, the most detailed shows five keywords and the full title of the lecture. This is also similar to the
practice of real world map where the same area can be represented by an overview map that shows
minimal legend and detailed maps that provide space to show all relevant legend, but are harder to
“grasp”. Having maps of different levels of details also helps us to accommodate to computer platforms
with different screen sizes. This also has a parallel with real world maps. An overview map can be
easily shown on a page of the tour book, while detailed maps are usually printed on larger sheets of
paper. In our case the most compact map can be used successfully on small handheld Hewlett-Packard
Jornada organizers (3). The most detailed map can be browsed comfortably only on relatively large
screens.

4 The Knowledge Sea Internal Mechanism

The Knowledge Sea map that is shown on the background of Figure 1 is the final result of a set of
processing steps that can be divided into three main phases. The first phase is necessary to obtain the
document representations for all the documents in the open and the closed corpus. On the second phase
the SOM neural network is trained and used to organize documents. On the third phase the interface of
the system (i.e. the set of pages that are shown to the user) is generated.

In the following sections these three phases are described in details. The first subsection explains the
document representation, the second reports the mechanism of the SOM and its learning algorithm in
details, the third describes the set of programs that were used to generate HTML pages to be presented
to the user. This whole section is quite technical and is provided for the readers who are interested to
learn all details about the technical side of the system. We recommend those who are interested in user
interface aspects of the system to move directly to the user evaluation part presented in section 6.
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4.1 Document Representation

To train the SOM neural network it is necessary to represent the inputs using a set of vectors. To
obtain a corresponding vector for each document from each document set (the closed corpus and the
open corpus) we applied the Vector Space Representation (VSR) (19). Using the VSR, each document
is represented as a vector where each element (dimension) corresponds to a different word. The
component value depends on the frequency of occurrence of the word in the document weighted by the
frequency of occurrence in the whole set of documents.

Assuming a set of keywords V={ti, i=1,2,..., n} used to represent the documents (i.e. a dictionary),
each document dj in a document set  D= {dj, j=1,2,..., m }   can be represented as a vector vj  where the
element vi j is the weight of the word ti for that document.

In the so-called TF*IDF representation these weights are calculated balancing two different aspects
of the keywords frequency: the within-document term frequency fij  that indicates how many times the
term ti  appears in the document dj and the number of documents tdj that contain the keyword ti;

The weight vij can be expressed by the following formula:

vij =  fij*log 1 +
m
tdi

Ê 

Ë 
Á Á 

ˆ 

¯ 
˜ ˜ 

The calculation of the TF*IDF representation often includes a normalization factor that is used to
obtain a representation vector that is independent from the text length.

4.2 Self Organizing Maps

Artificial neural networks are processing algorithms that are inspired by the mechanism of the brain
cells and are constituted by a set of simple processing units (neurons) that work in parallel and exchange
signals using a large number of weighted connections. Many artificial neural networks are used in a
three-stage procedure. On the first learning stage, the network learns the characteristics of the input, e.g.
for a clustering task the network extracts the common features of the input set, for a function
approximation task the network learns the relation between input and desired output. On the second test
stage, the outputs of the neural networks are checked using a set of test input-output couples in order to
understand if the learning stage succeed. On the third working stage the neural network is ready to work.

In a special form of artificial neural network known Self-Organizing Feature Map (SOM, sometimes
referred as Kohonen map's) (11) neurons are organized in a lattice, usually a one or two-dimensional
array, which is placed in the input space and is spanned over the input vectors distribution. Using a two-
dimensional SOM network it is possible to obtain a map of input space where closeness between units
or clusters in the map represents closeness of the input vectors. Recently this network has been used to
organize documents into "information maps". An information map is a two-dimensional representation
of a document set. The documents on the map are grouped in clusters where similar documents either
belong to the same cluster (cell) or to the clusters that are close to each other on the map.

The SOM algorithm principle can be explained in an abstract system without reference to any
biological structure. The algorithm defines a sort of elastic lattice of simple processing units that are
organized in order to fit a set of input points in a high-dimensional input space and to approximate their
density function. Each processing unit is associated with a “weight” vector that belongs to the same
space as the input vectors. Using the weights of each processing unit as a set of coordinates the lattice
can be positioned in the input space. During the learning stage the weights of the units change their
position and "move" towards the input points, as shown in Figure 3. The amount of movement is
modulated by a neighborhood function, a smoothing kernel defined over the lattice points. This
"movement" becomes slower and at the end of the learning stage the network is "frozen" in the input
space. After the learning stage, the inputs can be associated to the nearest network unit. The main
application of the SOM is the visualization of high-dimensional data in a two-dimensional space, as
well as the creation of abstractions like in many clustering techniques (12).
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Figure 3: A representation of the SOM learning algorithm. The gray area is the neighboring of the best
matching unit that is defined by the neighborhood function

Each unit of the SOM map identifies an area of the information space, a set of points in the vector
space, and will group together all the documents that are represented with a vector that belongs to that
area. An advantage of using the SOM map is that the structure created in the information space after the
training stage can be reused to organize new information. If a new set of documents is submitted to the
trained map it will organize the new information using its knowledge on the information domain. This
creates a volatile link structure that depends on the information space, not on the set of documents and
can continue to exist if all the documents are removed from the map. This characteristic allows us to
develop a scalable system in which new information can be added and old one erased without loosing
the spatial organization created. In the current version of Knowledge Sea the map was trained using a
subset set of tutorials downloaded from the Internet. During the learning stage the map constructed its
own representation of this space. After that several other tutorials and a set of text surrogates extracted
from lecture slides were submitted to the map and classified according to the knowledge of the map.
While original training of the map takes some reasonable time, new open corpus documents can be
classified very fast.

4.3 User Interface Generation

The user interface part of the Knowledge Sea system is currently implemented as a set of dynamic
HTML pages with embedded JavaScript fragments. As shown on Figure 4, these pages are
automatically generated by the following system components:

• a set of Perl programs that preprocess the source documents and create the vector space
representation for the learning phase of the SOM map;

• the SOM program, the SOM-PAK simulator available over the Internet at
http://www.cis.hut.fi/research/som-research/nnrc-programs.shtml

• a Perl program that creates a set of HTML pages with embedded JavaScript fragments that
constitutes the interface of the system

In addition the suit of Knowledge Sea components includes a protocol logging server – a simple CGI
script that receives information about user actions in Knowledge Sea in the form of structured HTTP
GET messages and dumps then into a textual log file. Next section explains in more details how
Knowledge Sea is able to log in individual traces for every user.
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Figure 4: The components of the Knowledge Sea system

4.4 Knowledge Sea as a Component of KnowledgeTree Learning Portal

Knowledge Sea was used in the context of the course not as an independent program, but as one of
the navigation components of our KnowledgeTree learning portal. The goal of KnowledgeTree portal is
to serve an integrator of all computerized student activities. KnowledgeTree portal allows a teacher to
create a course support Web site that can use course materials distributed among different servers. The
KnowledgeTree course site for our C programming course was organized around lectures and integrated
hierarchically all closed corpus material available for each lecture – slides, examples, questions,
simulation, etc. This organization matches perfectly the lecture-to-tutorial navigation support provided
by Knowledge Sea.

For the purpose of this paper, an important point is that KnowledgeTree is specially designed to
integrate distributed personalized services that require student identification. The architecture allows
students to login once to the KnowledgeTree portal. After that, the system passes user information to
any service that is called from the portal. The transfer to any of these services (i.e., quiz server,
animation server, etc) is transparent for the students. While Knowledge Sea is not yet a personalized or
adaptive service, it takes advantage of the KnowledgeTree architecture to collect a separate protocol of
work of every student. The implementation of this feature is not straightforward since the current
version of Knowledge Sea is not a server-based application but simply a set of HTML pages with
embedded JavaScript. The key idea is that JavaScript fragments embedded into the Knowledge Sea
HTML pages send information about every student click to a small logging server using HTTP GET
protocol. The information about the student received from the portal is used to associate the student
name with any action of the student logged by the logging server.

5 A Classroom Study of Knowledge Sea

The problem of evaluating an educational navigation support system like Knowledge Sea is not an
easy one. A traditional way of evaluation by measuring performance using "with or without" approach
and a control group was not really relevant. The goal of Knowledge Sea was to encourage the students
to use open corpus material and, specifically, to help them to finding open corpus material that is similar
to the items in the traditionally used closed corpus material. This may or may not result in improvement
of their knowledge - depending of the relevance and quality of the open corpus material. Providing
access to additional materials gives a chance to increase knowledge, but does not guarantee it. One may
expect and measure the increase of knowledge in an adaptive hypermedia system like InterBook (2) that
attempt to steer the students to most relevant or top-rated material. However, the current version of
Knowledge See provides no adaptive navigation support.
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To evaluate whether Knowledge Sea provides a good way to access additional open corpus
educational material we can use an objective and a subjective way. An objective one would be inform
two groups of users about two different ways to access open corpus material and check the amount and
the relevance of open corpus links explored. This can be an ultimate proof and a reasonable way to do
summative evaluation, but this way has value in the middle of the project. Besides, using "Blackboard
links without Knowledge Sea" group as control would not be fair since this group was not accessing
open corpus material at all. A subjective evaluation can measure user opinion about the system as a
whole and its different aspects. If the opinion is positive, we may expect the students will be using the
system. This is not an ultimate proof, but a great source of data for improving the system. Unfortunately
the two approaches tend to be mutually exclusive. To use an objective approach we should not specially
encourage the user to use the system, but expect that it will happen naturally. In contrast, the only way
to administer a subjective evaluation is to encourage groups of students to use the system for some
reasonable amount of time. It was quite natural for us to choose a subjective approach to performed a
combination of formative and subjective evaluation of Knowledge Sea

Table 1: The aspects that the questionnaire attempted to assess in each category. See Appendix 1 for the full set of
questions and answers

Question

A
To what extent the system achieved this goal help the student to access free online tutorials
on C Language?

O
ve

ra
ll 

fe
el

in
g

B How useful the system is in the context of a C programming course?

O
ve

ra
ll 

Id
ea

C

Were the overall idea and purpose of the map (spread the universe of C knowledge over the
8X8 map, attaching resources to cells, and showing were the lectures belong to) easy to
grasp?

D How good was the overall interface?

In
te

rf
ac

e

E
How good was the idea of using several degrees of blue to show how many tutorial pages are
available under each cell?

C
o

n
te

n
t

F
How good was the content of the C tutorial pages?

G
How similar was the content of the tutorial pages located in a cell with a lecture name and
around this cell to the content of the lecture?

H How similar were the tutorial pages connected to a pair of neighboring cells?

P
er

fo
rm

an
ce

I How similar were the tutorial pages connected to the same cell of the map?

All subjects in our study were students of an undergraduate course on Programming and Data
Structures at the University of Pittsburgh. The study was formally announced to the students about 2
week before the final exam. Knowledge Sea was presented as a tool that can help the students to find
additional material on the topics involved into the final exam and thus achieve a better level of
understanding. The tool was available to all 39 students of the class. Right before the final exam, the
students who used the tool for at least 20-30 minutes were asked to fill in a non-mandatory on-line
questionnaire to collect their opinion about different aspects of the system. Twenty-one students choose
to participate. They received 2 extra credit points for this extra-curricular work.

Of 13 total questions presented in the questionnaire, 10 are relevant to the focus of this paper. Table 1
provides a summary of aspects we were trying to evaluate. The questions were designed in a Likert 4-
point style where answer 1 always corresponded to a very positive opinion, answer 2 to a positive,
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answer 3 to neutral or light negative, and answer 4 to negative. To the purposes of the following
discussion it is important to stress that positive answers are labeled with a lower number. Note also that
instead of Likert classic homogenous scale, we choose to provide a separate set of four answers for
every question. The full set of questions and answers is provided in Appendix 1.

For the purpose of the presentation, similar questions scattered across the questionnaire were grouped
in 5 classes. The questions A and B are aimed at understanding the general judgment (overall feeling)
about the system. Question C regards the judgment about the idea of an information map as a tool that
collects external resources and lesson handouts. The questions D and E are related to the interface of the
system. Question F is related to the quality of the open corpus tutorial pages used to build the system.
The effectiveness of the clustering and information organization is assessed using the questions G, H, I.

Figure 5 provides an overview of student answers for multiple-choice questions in graphical format.
It is easy to notice that the student overall opinion of the system was quite positive. For every evaluated
aspect the majority of the students (more than 60%) have chosen either strongly positive or positive
answers. Below we will analyze this statistics category by category.

Overall feeling and overall idea. Figure 5 clearly shows that more than 60% of students (13 of 21)
think that the system has achieved its goal at least “quite well” (A) and that it is at least “very helpful”
(B) in the context of the course. The clearness of overall idea of the system (C) was evaluated even
more positively. Still, 1/3 of students selected light negative answers like “not quite well” or “not very
straightforward”. It means that further investigations are required to understand how the system can be
improved..

Figure 5: The percentage of different answers grouped by question category

Interface and content. The interface of the system seems not to be the major problem. The overall
feelings about interface issues were even a bit more positive then about the system as a whole (Figure
5). At the same time, the question D about interface brought the most diverse answers. It was also the
only question that received 5 strongly negative answers. A few students in the space for free-form
comments have admitted that the interface was "a little confusing". The innovative idea of using shades
of blue for showing the “depth of the information sea” was received more positively than the overall
interface – only one answer was strongly negative. The content of the tutorials was also not the major
problem – the opinion of the content was also slightly better than the overall feelings about the system.

SOM performance. The clear champion in this survey was the performance of the SOM mapping
procedure. We knew that it’s the property of SOM that it clusters similar documents in the same cell
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while preserving the topology of the information space, but we need to know to what extent this aspect
was appreciated by the students. As it visible on Figure 5, the student opinion about SOM performance
was much more positive than their opinion about other aspects. The percentage of positive and strongly
positive answers to questions G, H, and I was always above 80% and there are no negative answers at
all. The system ability to group similar tutorial pages into the same cell (Question I) was evaluated most
positively. Second best is the ability to place similar pages into connected cells. The least positive of the
three, but still very positive was the student evaluation of the system’s ability to place relevant tutorial
pages in the same or connected cells with the “lecture cell”. Given that the textual presentation of each
lecture was produced simply by extracting all text entries from the lecture slides, it looks remarkable
that the SOM was able to place the lecture landmarks so well. 17 of 21 students gave at least positive
answer to the question about relevance between lecture content and tutorial pages around the lecture
landmark. This is yet another evidence that SOM is a relevant tool for building information space maps
for navigation.

While the students evaluated all aspects of the system quite positively, there is a visible space for
improvement. Our hypothesis was that the system served better to some categories of the students. It
may be an issue of Web experience, cognitive style, knowledge of the subject, etc. Unfortunately, we
have not administered any demographics questionnaire to investigate these aspects. The only aspect we
were able to test is the correlation between the student’s knowledge of the subject and their opinion
about Knowledge Sea. We have decided to consider student’s final course grade as a measure of their
knowledge of the subject. We have divided the students into three groups – A-level students (that
includes A+, A, and A-), B-level students (B+, B, and B-) and C-D level students. To start with, just
from the pattern of student participation we can notice clear that the better is the grade, the more excited
were the students about the system. 8 of 11 A-level students, 10 of 17 B-level students and only 3 of 11
students with lower grades choose to take the questionnaire. The same trend is reflected by the profile of
student answers. (Figure 6). For all questions the opinion of the A-level students was quite more
positive than the opinion of B-level students. It is also almost always more positive than the opinion of
C-level students, but we have not expected to see any consistent pattern in the C-D group since this
group includes only 3 students. Note that the student positive opinion was not influenced by their grade.
The study was completed before the students took the final exam. The positive correlation between the
student knowledge and their opinion about the system is an interesting finding of the study, though we
do not have enough data to provide a definite explanation. One of the hypothesis that we need to
evaluate in the future studies is that the system was simply more helpful for the students with better
knowledge of the subject resulting in their higher level of satisfaction.

The correlation between student level of knowledge and their satisfaction is not an unexpected
finding. A number of studies have shown that various advanced hypertext navigation tools are mostly
helpful for the students with better knowledge of the subject. We have experienced this trend ourselves
in out past work on evaluation of adaptive navigation support (2). The issue here is how can we make
the system more helpful for the students with lower level of knowledge. A possible way to achieve this
goal is to introduce the system much earlier in the course giving the student more time to get used to it.
Two students have clearly requested it in their free-form comments. We are planning to do it in the
future studies.

One interesting fact to notice is that there is one question where the opinion of the students with
different grades is about the same. This is the question B that asked the students to isolate a bit from
their personal feelings and answer how relevant will be the system for the class as a whole. As we see,
the students were quite consistent in thinking “for the whole class”. The feedback of C and B-level
students was a bit more positive than their feedback on similar questions A and C and, vice versa, the
opinion of A-level students was a bit less positive. It was looking like students themselves were able to
understand that the system was really more suitable for the students with better knowledge of the
subject.
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Figure 6:  Student rating of the system aspects split by student knowledge of the subject (final course
grade).

6 Spatial Maps for Browsing and Retrieval

The approach presented in this paper is based on four major principles:
• Placing open and closed corpus documents on the same 2-dimensional map so that semantically

similar document are located close to each other
• Using SOM to build the 2-dimensional map of information space with required properties
• Showing meaningful to the user closed corpus documents as landmarks on the map while also

indicating the presence of open corpus documents in the area of landmarks
• Using this map and landmarks to navigate from closed corpus documents to similar open corpus

documents
Generally, there is a large body of work on using maps for browsing and retrieval (especially in the

Web context). However, most of the known works are not relevant to our approach since they use links
between documents to build different kinds of maps, not their semantic similarity. Form another side,
the use of document maps is common in the field of spatial hypertext (15), however, these maps are
build manually, while we were concerned with an automatic approach. In this section we mention a few
works that are most relevant to our approach.

Following (9) we distinguish two kinds of maps: graph-based structures, in which links are used to
build a graphical representation and spatial structures, in which distances between documents are used
to build a two-dimensional map. A good example of using a graph-based approach is described in (6).
This system uses three different similarity measures: one is based on the hypertext linking structure, one
is based on the content similarity (calculated using the Vector Space Representation of the text inside
the document), and the last one in based on the collaborative navigation patterns. The similarity between
two documents is based of these three quantities and the map was built as a graph using the pathfinder
algorithm (8). Among works that use spatial maps, most interesting in our context are those using
geographical maps as the main metaphor. A system that tries to integrate different similarity
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measurements in the same spatial map is described in (21). This work uses a more traditional clustering
technology showing clusters of documents as regions or cities depending on the scale and links between
cities as roads. The system presented in (16) organizes documents from many digital libraries on a
geographical map based on their topics so that the location of a document communicates an information
about its topic.

A number of works explore the use of information space maps build with the Self-Organizing Map
technology. Several pioneer examples were provided by the developers of SOM technology (12; 13).
Most interesting in our context are works that explore the effectiveness of the SOM as a tool to develop
information maps that place similar documents close to each other. (7) has validated the proximity
hypothesis for which related topics are clustered closely on the map. The associations made by the SOM
they were compared to maps generated at random that produce region association created by chance
without the treatment of the learning algorithm. An interesting user study was conducted by Lin et al.
(14) in order to validate the SOM clustering results and in particular this proximity hypothesis. (17) has
explored the use of SOM as an automatic linking engine. A map was trained using nodes of a manually
linked hypertext. The nodes in the same unit or in units connected by the rectangular lattice were
considered linked each other. This automatically built link structure was compared to the link structure
imposed by the author to evaluate the quality of linking.

7 Summary and Future Work

This paper presents an approach and a system Knowledge Sea that attempts to solve the problem of
navigation from closed to open corpus hypermedia in the context of Web-based education. The
approach is based on the use of landmarks and information space maps – a way that humans use quite
successfully for solving real world navigation tasks. The 2-dimensional map of the information space in
our approach was built using Self-Organized Maps. The classroom evaluation demonstrated that the
approach itself and, in particular the performance of the map-building part were positively evaluated by
the students. Additional analysis showed that students with better knowledge of the subject (measured
by their course grade) are consistently more positive in evaluating the system and its features. The
hypothesis (that we want to check in our future research) is that, similarly to other advanced navigation
tools, the Knowledge Sea is most helpful for students with better knowledge of the subject.

In our future work, we intend to enhance this approach in several ways. On the technical side we
want to use dynamic landmarks that can better adapt to the current needs of the students. On the
application side, we are interested to apply the approach to non-educational domains such as medical
literature search. On the research side we intend to investigate the use of adaptive navigation support
techniques in the context of an information space map. At the same time, we plan more serious user
studies of our existing system. We want to discover the factors that help all students to benefit more
from the use of Knowledge Sea. In particular, encouraged by some results in the field of adaptive
hypermedia (2) we want to investigate the role of experience in using the Knowledge Sea approach. We
hope that this paper will convince other researchers that maps and landmarks provide a good way to
navigate in open corpus hypermedia and encourage others to join us in our quest to make an enormous
amount of information accumulated in open corpus Web hypermedia closer to end users.
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