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Abstract

We explored two approaches for encouraging introductory
programming students to use the web-based, self-
assessment system, QuizPACK. An "organizational"
approach applied specially constructed classroom quizzes,
while the "technical" approach introduced adaptive
guidance. Our studies demonstrated that each of these
caused a dramatic increase in system use. This approach
could be useful in many other contexts, when an
educationally beneficial system is underused by students.

1 Introduction

Researchers in the field of Computer and Information
Science (CIS) Education have developed a wealth of
computer tools to support the various aspects of teaching
and learning CIS courses. Many developed tools have been
evaluated in the classroom and proven to be useful. A good
number of these tools have been made available to the
community through dedicated web sites and educational
digital libraries [12]. However, we have now learned that
the mere availability of a good tool, although proven
beneficial for students, is not enough to ensure its broad
educational impact. Special provisions have to be made to
encourage instructors to adopt the tool and to engage
learners to use it. Research into this area has already been
started. The report of the Working Group on Improving the
Educational Impact of Visualization [9] set a precedent by
discussing some obstacles that prevent instructors from
adopting and students from using a technology that "can
greatly benefit learners and instructors alike." The
following report [8] suggests several ways to ease the
instructor-adoption barrier. Our work attempts to solve this
problem from two opposite directions, by exploring two
ways to engage students in a broader use of an
educationally effective web-based tool (previously adopted
by the instructor and available through the course web site).

Our concern is the broader use of a specific category of
educational tools, which we call student-driven tools.
Student-driven tools are created to assist student learning,
yet their use is not required and does not count towards the
student’s course grade. A large fraction of visualization and
simulation tools are student-driven. Unlike a variety of
assessment-driven tools such as CourseMarker [5] that the
students must use in order to complete their assignments, it
is up to the students to decide to what degree and how
frequently they choose to use the student-driven tools. An
instructor might work hard to provide a good set of
educational tools of known benefit to the students, only to
discover that these tools are dramatically underused.

This is exactly the situation we found ourselves in when we
began the project reported on in this paper. Over the last
four years, our team has been working on individualized
self-assessment questions. We developed QuizPACK [10],
a system that can generate and evaluate parameterized
questions in the domain of C-programming. We also used
this system in a self-assessment mode in several
programming-related classes. While the system was
demonstrated and recommended by the instructor, no
special provisions were made to encourage the students to
work with it. The use of QuizPACK benefited the students.
Our studies demonstrated significant correlation between
the use of the system by individual students and their
course performance as measured by the exams and the final
grade [11]. Yet, the protocol analysis demonstrated that the
students used QuizPACK much less than it deserved.

A known way to encourage the use of educationally
beneficial tools is to convert them from student-driven to
assessment-driven tools. TRAKLA [7] and WebtoTest [1]
provide good examples of the assessment-driven use of
traditionally student-driven technologies. However, this
conversion is not always possible. For example, our self-
assessment questions are student-driven tools by design.
Using them for assessment is possible, but it changes their
nature. Over the last three semesters, we have been
exploring two alternative approaches to engaging students
in self-assessment questions. Both of these approaches
brought sizeable results. This paper reports our work. After
a brief presentation of the QuizPACK system, we will
introduce the "engagement approaches" we explored and



report on their impact on both student engagement with
QuizPACK and student course performance.

2 Individualized Questions in QuizPACK

QuizPACK focuses on a special category of questions that
are used in programming courses – code-execution
questions. In code-execution questions, the student is given
a fragment of a program and is asked to predict the value of
a particular variable or a string to be printed when this
fragment has completed its execution. This kind of question
is very important, because they enable the teacher to check
the student's understanding of the semantics of
programming-language constructs. Figure 1 demonstrates a
sample code-execution question presented by QuizPACK.
Unlike code-execution questions in traditional "static"
quizzes, QuizPACK questions are parameterized. This
means that one or more constants viewed in the body of the
question are actually instantiated parameters. They produce
different random numbers for each student who takes the
quiz, as well as for the same student attempting the
question several times. The student has to fill in the answer
and hit the "submit" button. In response, the system
generates an evaluation screen for the student (Figure 1,
right). This screen lets the student rethink the question and
his/her answer. In particular, the student may want to
attempt the same question again by using the "repeat last
question" link.

The parameterized nature of the QuizPACK questions is
the source of its power. As an assessment tool, a reasonably

small number of question patterns can be used to produce
individualized assessments for even large classes. In the
self-assessment context, the same question can be used
again and again with different parameters, allowing every
student to achieve understanding and mastery without
boredom. The benefits of using parameterized questions for
assessment have been confirmed by a number of studies.
For example, long-term studies of the well-known CAPA
system [6] demonstrated that individualized exercises can
significantly reduce cheating, while at the same time
improving student understanding and exam performance.
Our work has focused on exploring the value of
parameterized questions in a self-assessment context.

QuizPACK supports the authoring and delivery of
parameterized questions. An author provides the core
content of a question, which is a parameterized fragment of
code to be executed and an expression (usually a variable)
that has to be evaluated by the student at the end of the
fragment execution. The system does the rest: randomly
generating the question parameter, creating a web-quiz
presentation of the parameterized question, receiving the
student's input, comparing the student’s answer with the
actual result of running the parameterized code "behind the
stage," reporting scores to the student, and recording the
results. Information about QuizPACK implementation and
authoring support can be found in [10]. The system is
freely available for external users. All readers are welcome
to try it at http://www2.sis.pitt.edu/~taler/QuizPACK.html.

a) b)



 Figure 1. The student interface for QuizPACK

3 Encouraging students to use QuizPACK

The first comprehensive evaluation of QuizPACK was
performed in 2002 in the context of an introductory
programming class. For every lecture of the course the
instructor provided one or two self-assessment quizzes of
5 questions each. The quizzes were recommended in
class, but their use was completely voluntary. As we
pointed out in the introduction, our first evaluation of
QuizPACK [11] revealed a significant (p=0.0016) and
close to significant (p=0.0589 and 0.0618) correlation
between the amount and quality of work with QuizPACK
and the different course performance parameters. At the
same time, we discovered that the system was quite
underused. During two semesters of 2002, QuizPACK
was made available to 81 (39 + 42) undergraduate
students, but only 49 of them tried QuizPACK (i.e.,
attempted at least one question). While a few students
used the system heavily (the largest number of questions
attempted by a single student over a semester was 319),
most students attempted just a few questions. Only 22
students (less than a third!) used QuizPACK relatively
actively (attempting at least 30 questions). Given the clear
positive value of working with QuizPACK, we decided to
provide some additional motivation for students to use it.

The first approach that we explored was purely
organizational. Knowing the role of classroom quizzes in
motivating student learning, we decided to encourage the
use of QuizPACK by changing the format of classroom
quizzes. Classroom paper-and-pencil quizzes were
regularly used in our introductory programming classes.
Typically, each semester an instructor administers 8 to 10
classroom quizzes. During a quiz the students were
allowed 10 minutes to answer 5 questions related to topics
from the two most recent lectures. Until 2003, we used
rather standard multiple-choice quizzes, unrelated to
QuizPACK. In 2003 we introduced fill-in-the-blank paper
quizzes produced with QuizPACK. For each of these
quizzes, we selected five randomly instantiated
QuizPACK questions out of the 15-20 questions offered
for self-assessment on material from two of the most
recent lectures. The students were informed about this.
Thus, the students who worked with QuizPACK after
each lecture had a chance to practice each of the
forthcoming classroom questions, though with different
parameters. We used QuizPACK in this context during
Spring and Fall 2003. During this time, 73 students had
access to QuizPACK, 60 (82%) of them tried it at least
once, and 51 (70%) worked with the system regularly.

As we can see from Figure 2, the use of paper-based
QuizPACK quizzes for regular classroom assessments
dramatically affected the use of QuizPACK by the
students. We measured the quantity of student work being
done with QuizPACK by following several factors. The
average student activity (average number of questions
attempted by students who used the system at least once)
measures the plain volume of student work. The average
number of sessions (number of independent sessions of
work with the system) and the average course coverage
(the ratio of questions attempted at least once to the total
number of questions) measure the distribution of this
work over the duration of the course and course topics.
The percentage of active students (students who
attempted more than 30 questions) measures the
distribution of this work over all the students of the class.
Most of these performance variables tripled or nearly
tripled in 2003 in comparison with 2002. (It is actually
surprising that the growth rates for these different
measures are so close). Other specific changes occurred
too: The maximum number of questions attempted by a
single student rose to 510. At the same time the average
success, measuring the quality of student work, slightly
decreased in 2003. The students started to use more
complicated quizzes from the advanced sections of the
course on a regular basis.  These same quizzes had been
ignored by most of the students in 2002.

Figure 2. System use in three classroom studies

Table 1. A comparison of three studies of self-assessment quizzes

Year
Total

students
Students ever
used the tool

Active
students

Average
activity

Max
activity

Average
success

Average course
coverage

Average num.
of sessions

Attempts per
question

2002 81 49 (60%) 22 (27%) 37.93 319 49.34% 12.91% 3.44 1.39

2003 73 60 (82%) 51 (70%) 110.18 510 43.55% 37.56% 9.18 1.69



2004 27 24(89%) 22(81%) 178.44 753 39.18% 44.02% 10.33 2.59

To confirm the correlation between student usage of
QuizPACK and class performance, we introduced a new
performance variable called knowledge gain, in 2003. To
isolate the past experience factor, we administered a pre-
test (before the first lecture on C) and a post-test (during
the Final Exam). The paper-and-pencil pre-test and post-
test featured the same ten QuizPACK fill-in-the-blank
questions, but with different parameters. The knowledge
gain, the measure for growth of student knowledge of
semantics, was calculated as the difference between post-
test and pre-test scores. The regression analysis confirmed
significant dependency between usage of QuizPACK and
student quiz performance (p=0.0020). Moreover, the nearly
significant dependency between success and use of
QuizPACK and student course performance, as measured
by the Final Exam and course grades, became significant
(p=0.0006 and 0.0007). In addition, we found a significant
dependency (p=0.0163) between usage of QuizPACK and
student knowledge gain.

Encouraged by these results, we decided to explore a
second approach to draw students toward use of the system.
This time we focused on a technology-based approach.
Following our past work on adaptive hypermedia [4], we
attempted to implement adaptive guidance for students who
were trying to decide which quiz to take. Adaptive
guidance in adaptive educational hypermedia systems is
most often implemented with so-called adaptive annotation
technology [2]. With adaptive annotation, each link to an
educational object is annotated with adaptive visual cues
that inform the user about important properties of this
object. In the past we explored two kinds of visual cues –
one kind that shows whether specific content is ready to be
learned and another kind that expresses the student’s
relative mastery level of a specific concept or topic. In
several studies we demonstrated the benefits of this
approach [4].

To evaluate whether it was beneficial to add adaptive
annotation to our self-assessment section, we developed the
QuizGuide system. QuizGuide was implemented as a
value-added service for our eLearning architecture
KnowledgeTree [3]. It is an interface between the user and
the original QuizPACK system, helping the student select
the most relevant quizzes. Figure 3 shows the interface of
QuizGuide. The quiz presentation area (right on Figure 3)
shows the familiar QuizPACK interface. The qu i z
navigation area (left on Figure 3) uses adaptive annotation
to help students select a topic for self-assessment. To
reflect both the goal and knowledge relevance of each topic
in one icon, QuizGuide uses the “target-arrow” abstraction.
Each topic is annotated with a target icon. The number of
arrows in the target reflects the level of student knowledge
for that topic: the more arrows shown, the higher the
student’s knowledge level. The intensity of the target’s
color shows the relevance of the topic to the current

learning goal: the more intense the color, the more relevant
the topic. Topics that are not ready to be studied are
annotated with a barred target. Since student goals and
knowledge are constantly changing, different icons will be
shown almost every time the student accesses QuizGuide.
To see changes in the user model that occurred during the
current session, the student clicks on the refresh icon. Thus
at any time during his/her independent work with self-
assessment quizzes, a student can clearly see which topics
are most important to practice or which topics require the
student to do more work.

We explored QuizGuide in the Spring 2004 semester, in the
same introductory programming course. QuizGuide was
introduced to the students after the Midterm exam. For the
first part of the course, the students were able to access
standard QuizPACK quizzes. But during the second half,
access to both adaptive and non-adaptive quizzes were
made available to the students. Note that both QuizGuide
and KnowledgeTree provide access to the  same set of
qu izzes . The QuizPACK performance recording
mechanism does not depend on the way of access, so data
obtained from both QuizPACK and QuizGuide are
considered equally when building the user model.

Figure 3. QuizGuide interface

During the semester time, 27 students had access to
quizzes, 24 (89%) of them tried at least one question, and
22 (81%) students worked with the system regularly. Of the
students who used quizzes regularly, 10 students (46%)
stayed with QuizPACK (three of them did not try
QuizGuide at all, the other seven tried it, but most
continued to use QuizPACK). Six students (27%)
completely moved to QuizGuide after its introduction,



though they had actively used QuizPACK before. The
remaining six students (27%) started to use quizzes actively
only after QuizGuide was presented and at that point began
to use QuizGuide almost exclusively.

As we can see from Figure 2 and Table 1, the introduction
of QuizGuide resulted in the further increase of all system
use variables The average number of questions attempted
by students rose most dramatically, reaching nearly 180.
Since we knew previously that the use of self-assessment
quizzes affects learning, it was not surprising to find that
the average knowledge gain in Spring 2004 rose from 5.1
to 6.5. To better understand the value of adaptive
annotation we attempted to compare QuizGuide and
QuizPACK sessions within the same class. The comparison
confirmed that adaptive annotation provided an additional
motivation for the students to use quizzes: for students
actively working with QuizGuide the average session
length was 24 question attempts, while for those working
with QuizPACK, it had been only 14 attempts. In addition,
we discovered that the percentage of correctly answered
questions in the QuizGuide sessions is also larger: 44.3%
versus only 35.6% in the QuizPACK sessions.

4 Discussion

In our classroom study of the QuizPACK system, we
discovered that work with self-assessment quizzes strongly
benefits students. Despite that fact, the majority of students
resisted use of the system. We explored two different ways
to engage the students to begin to work with self-
assessment quizzes. We attempted to achieve this through a
change in course organization and through adaptive
annotation technology. Our studies demonstrated that both
approaches were able to achieve a dramatic increase of
most system use variables. We think that our approach
could be useful in other contexts where students underuse
an educationally beneficial system. While the
organizational approach may not be directly applicable to
essentially different kinds of educational software, the
adaptive annotation approach looks very promising and
highly reusable.
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